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Abstract

Recent advances in computer processing speeds have re-
sulted in a parallel processing environment in which the
interconnection networks (INs) themselves are the limiting
factor in terms of performance. Larger and faster INs can
be implemented optically subject to the current limitation in
the number of wavelengths imposed by optical switch and
filter technology if the INs are arranged hierarchically, i.e.
if the processing nodes are arranged in clusters and these
clusters are connected together special routing nodes at one
or more higher levels. HORN [15] uses optically connected
rings as the basic building blocks and connects these rings
using an optical tree. Three key issues facing HORN are ad-
dressed in this paper: dynamic channel allocation (DCA),
optical power budget (OPB) and bit error rate (BER). Four
approaches to DCA are evaluated and a design trade-off is
performed between them. The first two are taken from the
literature [5] while the last two are proposed here and ex-
poit the multiple paths available in a hierarchical network.
The evaluation of OPB and BER shows that HORN is feasi-
ble and practical when optical amplification is used at the
initial signal insertion point for transmissions at higher lev-
els in the hierarchy.

1. Introduction

It’s generally known and accepted that the speeds at
which computers process information has increased almost
two orders of magnitude in the last ten to fifteen years.
Technological advances in other areas in parallel process-
ing systems haven’t been able to keep up with that increase
in processing speed, reaching the point that interconnection
networks (INs) themselves are now the limiting factor in the
performance of parallel processing systems [15, 7]. The ap-
plication of optical interconnects to INs holds the potential

of meeting the higher speeds and throughput demanded by
higher CPU speeds. In theory, thousands of optical signals
can be multiplexed onto the same optical fiber with much
lower crosstalk between them than in traditional, electronic
interconnection networks, but in practice, the limitations
imposed by transmitters, detectors, splitters, etc. permit
only ten to twenty channels per fiber [1, 6].

One approach to overcome this limitation is to organize
processing nodes hierarchically [3, 5, 18]. Nodes are inter-
connected in small clusters and these clusters are connected
at a new level either through interface nodes or through
an entirely new network superimposed on the small clus-
ters. This process is repeated as many times as necessary
to achieve a network of the desired number of processing
nodes while not violating the 10-20 wavelength limit per
cluster. This approach is also supported by conclusions by
Goodman [7] and Dandamudi [2] that nodes in an IN en-
gage in data transfers more frequently with nearby nodes
than with more distant ones, at least in a well designed IN.
These hierarchical networks can be classified by the topol-
ogy of the basic cluster and the topology by which clusters
are interconnected. Proposed topologies include a star of
stars [13], a bus of buses [1], a hypercube of hypercubes [8]
and a tree of rings [15, 16].

Hierarchical Optical Ring Interconnection Network
(HORN) [15] is an all-optical IN in which the basic clusters
are rings that are interconnected in a tree structure. Major
objectives for HORN include non-blocking, collision-free
communication; scalability; unity diameter; low latency;
and efficient accommodation of variations in communica-
tion traffic flow. An example of HORN is shown in Figure
1 in which 234 processors are connected in a three layer hi-
erarchy.H(n; g) is used in this figure to identify individual
groups of a hierarchical interconnection, wheren refers to
the level andg refers to a group at leveln; H(n) is used to
identify all groups of a hierarchical interconnection at level
n.
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Figure 1. Sample HORN network with 234 pro-
cessing nodes.

HORN uses wavelength division multiplexing (WDM)
and spatial separation to isolate communication on the rings
at different levels. On each of the lowest level rings, also
called local rings, each processing node (PN) is assigned
a unique wavelength for reception and a source selects a
destination by transmitting on the wavelength assigned to
the destination. The same set of wavelengths can be reused
in each local ring since they are isolated from one another
by the routing nodes. At the remote levels a wavelength
is uniquely assigned to eachring of PNs, or ring of rings
of PNs, depending on the level at which communication
occurs. Wavelengths can also be reused at these levels as
long as the isolation from the other rings in the network
is maintained. It should be apparent that broadcasting and
multi-casting is inherent in this approach; messages can be
sent to all PNs on a ring by transmitting on the appropriate
channel and level. In Figure 1 the same set of wavelengths
that are shown forH(1; 11) is repeated in each of the local
rings (any ring designatedH(1; g)) thus permitting 256 vir-
tual channels to operate simultaneously while using only 22
physical wavelengths.

Several key issues need to be addressed to establish the
benefits and practicality of HORN. First, while WDM and
spatial separation greatly reduce the number of contentions
for each of the channels in question, there are still times in
which two sources may attempt to access the same chan-
nel at the same time. A media access (MAC) protocol is
needed to prevent this from happening and to ensure fair-
ness of access to all sources. Second, data traffic is often
bursty in parallel processing systems and this could result

in some channels going unused in one portion of a IN while
performance in another portion of the network is suffering
due to overuse of the available channels. One approach to
this problem that has been proposed is dynamic bandwidth
reallocation [18, 5] wherein a system tracks some param-
eters in the network and dynamically reassigns channels
to the areas with the greater needs. This reallocation ap-
proach, which we call dynamic channel allocation (DCA),
should be analyzed with respect to need in HORN and a
design/algorithm should be specified. Finally, the optical
power budget (OPB) for HORN needs to be evaluated in-
cluding signal to noise ratio (SNR) and bit error rate (BER).

An analysis MAC protocols was performed previously
and a token based protocol was selected for use in HORN
[12]. In this protocol, called THORN, different bits of a
token packet are used to control access to each of the data
channels. THORN ensures fairness of access to all nodes
while also maximizing channel usage rate in that a node
does not have to wait for an assigned slot to transmit its
data. It also provides a method to transmit small, high prior-
ity messages virtually immediately. As will be shown later,
THORN also provides another method to track channel us-
age for DCA.

This paper will analyze DCA and OPB. Two approaches
to DCA are taken from the literature and two other ap-
proaches made possible by THORN are proposed. All four
approaches to DCA will be analyzed and compared. Even
though data transmission in HORN is “single hop”, signal
losses are still proportional to the number of nodes that a
message must pass through. An attempt is made in this pa-
per to assess whether losses in HORN are low enough to
ensure sufficient signal strength for reliable detection at ev-
ery node in the network. The need for optical signal ampli-
fication is also analyzed. This analysis is based on the an-
ticipated losses due to signal insertion, transmission, signal
extraction using splitters at each of the PNs, and routing us-
ing acousto-optic tunable filters (AOTFs) to route messages
between levels.

2. Analysis

2.1. Dynamic Channel Allocation

There are four possible approaches to DCA in HORN;
the first two are presented in the literature [5] while the last
two are made possible by the THORN protocol [12]. In the
first, a complete representation of the pertinent communica-
tion parameters is maintained at every processing and rout-
ing node in the network. These parameters include chan-
nel assignments and some indication of current demands on
the assigned channels. The second approach is similar but
only a partial representation of the network is maintained at
each node, data is maintained only for the current node and
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below in the hierarchy. In the third and fourth approaches
each node monitors the tokens for each ring or PN directly
connected to it at the next lower level in the hierarchy. For
example, node (t) in Figure 2 monitors the tokens for nodes
(a) through (f). In the first three approaches the channels
are dynamically reassigned while the system is operating
based on the demand indicated by the method chosen, but
in the fourth approach communication is transferred to the
next higher level in the hierarchy if the required channel(s)
at the desired level are unavailable. These four approaches
will be analyzed below in terms of database size, hardware
complexity and communication overhead.

2.1.1 Full Database Representation Approach

In the full database representation approach the size of the
database at each node will be proportional to the number of
nodes in the system, which is given by:

NT =

rX
i=1

ni (1)

whereni is the number of nodes at leveli and r is the
number of levels in the system. Since this database is
duplicated at all nodes in the system the amount of data
stored across all nodes is proportional toN2

T . This ap-
proach requires multiple, tunable transmitters and receivers
at each node since the physical wavelength assigned to a
node will change based on availability and multiple trans-
missions will arrive simultaneously when multiple channels
are assigned to a node at a given level. The software to re-
allocate channels and synchronize data transmission at dif-
ferent levels will be the most complicated of the four ap-
proaches since this reallocation, coordination and synchro-
nization will have to be asserted across the entire network
in concert. Any change in channel allocation will have to be
transmitted simultaneously to every node in the network and
the databases at each channel will have to be updated reg-
ularly even if no changes are made to channel allocations.
This means that the communication traffic just to coordi-
nate DCA will be proportional toNT . Channel allocation
will have to be synchronized across the entire network in or-
der to maintain currency of the databases and to ensure that
messages are not misdirected. Dowd, et. al. have concluded
that the delay imposed to synchronize the data cycles under
this approach is unacceptable [4].

2.1.2 Partial Database Representation Approach

In the partial database representation approach the size of
the database at each node will be proportional to the number
of nodes at the current level and below only, which is given

by:

NP =

jX
i=1

n0i (2)

wheren0i is the number of nodes at leveli in the local struc-
ture only andj is the number of the current level. The total
size of the database across the entire system is proportional
to �r

i=1ni
Pi

j=1 n
0

i. This approach also requires multiple,
tunable transmitters and receivers at each node since the
physical wavelength assigned to a node will change based
on availability and multiple transmissions will arrive simul-
taneously when multiple channels are assigned to a node at
a given level. The software to reallocate channels and syn-
chronize data transmission at different levels will be the less
complicated since this reallocation, coordination and syn-
chronization will only have to be asserted across a portion
of the network and any change in channel allocation only
has to be transmitted to the affected nodes. Communication
traffic to coordinate DCA will be proportional toNP . Since
channel allocation is localized synchronization of data cy-
cles will also only affect portions of the network at different
times. Dowd’s comment that synchronization imposes un-
acceptable delays would especially apply to this approach
since this is his favored approach [3, 5]. He has proposed
an alternative that does not require data cycle synchroniza-
tion [4].

2.1.3 Token Based Approach With Channel Realloca-
tion

In this paper we propose two DCA approaches that moni-
tor the tokens used by the THORN protocol. These tokens
are a direct indication of channel usage and demand. In the
first token based approach channels are reallocated based
on the usage and demand indicated by the tokens. In the
second approach, discussed more below, transmissions are
redirected to higher levels in the hierarchy when the tokens
indicate that the desired channel will not be free soon. Nei-
ther of these approaches use databases either at each node
or at some central location. The token based approach with
channel reallocation will require multiple, tunable transmit-
ters and receivers at each node for each level of the hierar-
chy as will any approach in which channels are reassigned
dynamically. The software to reallocate channels and syn-
chronize data transmission will be even less complicated
than in the partial database approach since this reallocation,
coordination and synchronization will only have to be as-
serted between adjacent levels. Synchronization is greatly
simplified since it can be controlled through the tokens. The
THORN protocol presented previously [12] provides for a
small payload as part of the token packet which can be used
to coordinate and reassign channels. Communication traf-
fic to coordinate DCA will therefore have minimal affect
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on data transmissions since the token packets circulate on
dedicated channels.

2.1.4 Token Based Approach With Message Redirec-
tion

This last approach imposes minimal requirements on the
types and number of transmitters and receivers at each node.
The software will be very simple; all it has to do is deter-
mine if the desired channel is busy and redirect transmission
to another level if it is. No synchronization of data cycles
will be necessary and there is no communication overhead
for DCA. In this approach the small payload in the token
packets under THORN can be used to transmit small, high
priority messages or even normal priority messages on a
limited basis. This approach doesn’t use DCA in the same
way the other approaches since the channels are not reas-
signed but does fill the same need and makes use of the
same channels that DCA does without having to perform
the channel reallocation dynamically. The main drawback
to this approach is that it places more demand on the chan-
nels assigned to higher levels in the hierarchy. The solution
to this is to assign an increasing number of channels to each
level just as a fat tree data structure doubles the number of
links for each step up the tree.

2.2. Optical Power Budget

Routing in HORN is accomplished on two levels: local
and remote. Local communication takes place when source
and destination PNs are physically on the same lowest (lo-
cal) level ring. Each PN is assigned a different wavelength
for reception, so routing is simply a matter of tuning to the
right wavelength. The same set of wavelengths is reused
in every local ring but these messages never leave their own
local ring so there are no channel conflicts and no other rout-
ing needs to be performed on them. Messages transmitted
in all other cases are optically routed by wavelength to the
destinationring through at least two routing nodes. Figure
2 shows a sample of remote routing where the message must
be optically routed at nodes (g), (u), (t), and (f). The desired
PN on the destination ring is specified in a simple header.
Each PN on the target ring processes the header and either
buffers the message or discards it based on the destination
address in the header.

Two major issues in designing a HORN network are the
routing nodes technology and the splitter design. At the
routing nodes the objective is to direct optical signal based
on their wavelength and to be able to control that routing
by varying some parameter in the router. Two optical tech-
nologies are mature and able to meet these requirements:
AOTFs [10] and Fabry-Perot Filters (FPFs) [9]. AOTFs op-
erate on the principle that optical signals can be directed in
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Figure 2. Routing of remote transmissions in
HORN.

very predictable ways based on their interaction with acous-
tic waves. FPFs use resonant cavities that transmit only
transmissions whose wavelengths are exact multiples of the
length of the cavities. AOTFs were selected because they
are tunable over a broader range of wavelengths and can
select more frequencies simultaneously [10]. AOTFs also
have very high inband transmission and very low crosstalk.
Inband transmission better than 99% and crosstalk of less
than -15 dB have been reported [10, 11, 19].

Message transmission is unidirectional on all rings so
routing in both the local and remote cases can be modeled
as a string of PN and routing nodes.

In the local transmission case a message will not have
to pass through more thanN � 1 splitters whereN is the
number of nodes on a local ring, as shown in Figure 3. At-
tenuation of the signal is the same atN�2 splitters but at the
destination node the message is deflected to the PN rather
than passed on the next node. There will be three distinct
components to the loss: signal insertion loss, transmission
loss at up toN � 2 splitters, and an extraction loss.

N

Destination

Message extracted
from ring

Source

1 32
Message
inserted

Figure 3. Equivalent model of a local message
transmission path in HORN
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Figure 4 shows the remote transmission case in which
a message may have to pass through up to2N � 1 splitters
and up toNr routing nodes (AOTFs) whereNr is the total
number of routing nodes in the system. Signal loss in this
case will be comprised of insertion loss, transmission loss
through up to2N �2 splitters, loss at up toNr AOTFs, and
an extraction loss.

1

2

k

N1 32

Destination PN

Message
Extracted

Destination Ring

N1 32

Message
inserted

Source PN

Fiber−optic link

Routing node

Processing node (PN)

Source Ring

Figure 4. Equivalent model of a remote mes-
sage transmission path in HORN

Fiber losses can be significant but losses less than 3
dB/km for 0:8�m � � � 1:4�m are possible [14]. Since
total fiber length will be on the order of 10 meters the fiber
losses for both local and remote transmissions can be made
to be negligibly small and will therefore be ignored in the
following calculations

At the PNs the splitter selection is a balance between ex-
tracting enough signal for detection at each node and trans-
mitting as much signal as possible to the next node. Splitters
are available in a wide range of transmission efficiencies. A
high transmission efficiency means that a low percentage of
the power is extracted for use at the node in question so if
the efficiency is too high then not enough power is being
extracted to detect. On the other hand a low transmission
efficiency means that too little power may be passed on to
the rest of the nodes in the ring and the signal will die out
after passing through only a few PNs.

Using the model given in Figure 3, an expression can be
derived for the minimum power reaching the detector at a
destination node for a local transmission when there areN

PNs on each local ring:

Pout = Pin + Li +R+ (N � 2)(T + Lc) (3)

wherePout is the power reaching the detector,Pin is the
strength of the source,Li is the insertion loss,R is the per-
centage of the signal that is extracted or deflected at each
splitter,T is the splitter transmission efficiency andLc is
the coupling efficiency between the fiber and the splitters.
(All quantities are in dB.)

Similarly, using the model in Figure 4, an expression
can be derived for the minimum power reaching a detector
for remote transmissions in HORN when there areN PNs
on each local ring and a total ofNr routing nodes in the
system:

Pout = Pin + Li +R+ (2N � 2)(T + Lc)

+k(LAOTF + Lc) (4)

whereLAOTF is the transmission loss through an AOTF. As
stated previously, AOTF transmission efficiencies of more
than 99% have been reported, corresponding to anLAOTF
of -0.043 dB at each AOTF [10, 11, 19].

Insertion losses of 1 dB are routinely achieved in optical
fibers. Note that10

T

10+10
R

10 = 1 since the amount of power
into the splitter has to be equal to the power transmitted
and reflected from it, so the selection of a transmission effi-
ciency defines bothT andR. The coupling efficiency,Lc, is
determined by four interfaces where the index of refraction
changes, two at the two ends of the fibers and two at the in-
put and output faces of the splitter. If air is in the spaces be-
tween the fibers and the splitter then it’s possible to achieve
a coupling efficiency ofLc = 10 log 0:964 = �0:7 dB since
the reflectance for normal incidence at an air to glass inter-
faces is typically about 4%. If index matching oil is in-
stead in those spaces then it should be possible to obtain
Lc = �0:5 dB.

Using these results we can derive an expression for the
maximum number of PNs as a function of splitter transmis-
sion efficiency for local transmissions:

Nmax =

�
Pout(min) � Pin � Li �R

T + Lc

�
+ 2 (5)

wherePout(min) is the the minimum power for reliable de-
tection.

Equation (5) is graphed in Figure 5 forPin = 1W and
Pout(min) = 10�W . It can be seen from this figure that
splitters with transmission efficiencies of 90% will allow a
system with a maximum of 43 PNs. This far exceeds the
system constraints in HORN of no more than about 20 PNs
on a local ring but only exceeds the minimum requirement
for remote transmissions by three PNs since data will pass
through about twice as many PNs in those cases.

If we subtract Equation (3) from Equation (4) and solve
for N we obtain an expression for the reduction inNmax as
a function of the number of routing nodes,Nr:

�Nmax =
�kLc
T + Lc

(6)

This means that for every two routing nodes that a mes-
sage must pass through the maximum number of PNs it can
pass through is reduced by one whenLc = T , which is
very nearly the case for the values derived forT andLc
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Figure 5. Maximum number of nodes as a
function of splitter efficiency

above. For the conditions graphed in Figure 5 only six
routing nodes can be accommodated. Therefore, a HORN
of modest size can get by without any optical amplification,
a more general, scalable system will require some interme-
diate amplification of the optical signals.

One undesirable affect ignored in the above considera-
tion is that messages continue to circulate on the fiber rings
until losses reduce their strengths to undetectable levels and
that problem could be exacerbated by optical gain. Indis-
criminate use of optical gain may result in an infinite gain
condition, that is, the optical strength of a signal will grow
exponentially if the gain for each pass around a ring exceeds
the loss. It was therefore decided not to use gain on the lo-
cal rings and to use gain only at the initial insertion point
for remote transmissions. In this way the signal is amplified
only once, not every time it passes a certain point on a ring.

Figure 6 shows signal strength versus the number of PNs
in HORN for one and two full passes through the transmis-
sion path for a system in which the splitters at each node
have a transmission efficiency of 90%. It shows again that
losses don’t reduce the signal below detectable levels for
any path with less than 43 intermediate PNs and that the
signal drops below detectable levels in less than two passes
through any path with more than 22 intermediate PNs. This
shows that signals can be made to die out due to normal
losses within two passes while still ensuring sufficient sig-
nal strength to all nodes in the first pass, further supporting
the decision to use gain elements only at the initial insertion
point for remote transmissions.

2.3. Bit Error Rate

A second issue that should be addressed in conjunction
with OPB is signal transmission bit error rate (BER) which
is defined as the number of bits received in error divided by
the number of bits transmitted. When the signal and noise
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Figure 6. Losses in HORN as a function of
the number of intermediate nodes. These
results are valid for both local and remote
transmissions if 10% of the signal is absorbed
an each intermediate node. An intermediate
node may be either a processing node or a
routing node.

sources are uncorrelated, that is they occur at random inter-
vals relative to one another, then the BER is given by [17]:

BER =

p
2exp(�SNR2

8 )p
�SNR

(7)

In any electro-optic system random photon or electron
fluctuations may introduce noise at any element in the sys-
tem. Crosstalk at splitters and routers pose additional po-
tential noise sources. When noise terms are uncorrelated,
the SNR is given by:

SNR =
IsignalqP

j I
2
j

(8)

where the noise terms in the denominator, represented by
Ij , are introduced by the source, detector, fiber and other
intermediate elements.

The primary noise sources in the source and detector are
shot noise, flicker noise and Johnson noise. The shot noise
has an AC component and a DC component given by:

I2shot(ac) = 2qIsignal�f (9)

I2shot(dc) = 2qIDC�f (10)
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whereq is the charge on an electron and�f is the electrical
bandwidth of the system.Isignal andIDC are the average
AC and DC currents in the system at the point where the
noise is measured. The Johnson noise is given by:

I2t =
4kT

Req

�f (11)

wherek is Boltzmann’s constant,T is temperature in de-
grees Kelvin andReq is the circuit resistance. Flicker noise
is only present at low electronic frequencies and is negli-
gible in HORN. The following values are reasonable and
achievable for these equations subject to our need to mini-
mize the impact of shot and Johnson noises on our network.

�f = 1MHz

Isignal = 10�A

IDC = 10mA

Req = 10k


Crosstalk levels in AOTF’s have been reported the litera-
ture at 15 dB below the signal levels for wavelengths spaced
a few nanometers apart [11, 19]. The total contribution to
the noise from the AOTF’s will be a function of the number
of routing nodes that a data transmission must pass through.
In the worst case data will have to pass throughNr AOTF’s.
The noise contribution due to optical amplification will be
on the order of 40 dB below the signal levels, which is the
level reported for Willner and Hwang [20] for erbium doped
fiber amplifiers (EDFA’s) at wavelengths at and near 1550
nm. There will be, at most, one contribution to noise from
the EDFA’s in HORN since a transmission is amplified only
when it is inserted onto the network for remote transmis-
sion. The summation in the denominator of equation (8) is
therefore given by:

X
j

I2j = I2shot(ac) + I2shot(dc) + I2t

+k � I2AOTF + I2EDFA (12)

whereIAOTF andIEDFA are given by:

IAOTF = 0:032� Isignal (13)

IAOTF = 0:0001� Isignal (14)

Data circulating indefinitely around the different rings in
HORN represents another potential source of crosstalk. In
can be shown fairly easily that this is not a significant con-
tribution to noise in HORN. First, the distances around any
ring in HORN are so short that a message must make many
loops around before it is out of phase to any significant ex-
tent with the basic signal. The choice of using splitters with-
out gain elements therefore means that the signal has been

attenuated by at least 20 dB before it experiences a measur-
able transmission delay relative to the signal in the first pass
around a ring. Second, this transmission delayed compo-
nent is highly correlated to the basic signal. While it may
broaden the signal temporally, it doesn’t qualify as noise.

It is therefore possible to achieve a BER better than10�6

if the number of routing nodes that remote transmissions
must pass through is limited to ten. This will permit a
HORN with three levels to accommodate up to 2000 PNs.
At present the crosstalk in the AOTF’s is the limiting factor
in this analysis.

3. Conclusion

While the application of optics to INs will theoretically
vastly improve their performance, current limitations in op-
tical technology severely limit the number of wavelengths
that can be used simultaneously. Hierarchical topologies
hold the promise of making optical INs practical in that they
will permit hundreds, perhaps thousands of PNs to be in-
terconnected using current technology. Several key issues
facing hierarchical optical networks need to be resolved to
establish their practicality and this paper addresses two of
those issues, DCA and OPB, for a specific hierarchical op-
tical IN, HORN, which was presented previously [15].

Four approaches to DCA were presented and discussed.
The approach that requires full representation of the entire
network at each node is unacceptable since the growth of the
database and increase in communication traffic to maintain
the currency of the databases makes that approach unscal-
able. It was also concluded that the number of tunable trans-
mitters and receivers in the first three approaches was unac-
ceptable. Multiple, tunable transmitters and receivers sig-
nificantly increase the cost, and therefore adversely affect
the scalability of HORN. While multiple transmitters and
recievers may be beneficial under the last approach they are
not required by the approach and can be fixed, and therefore
much lower in cost. Improvements in delay and throughput
due to reallocating channels dynamically have been found
not to be as significant as initially hypothesized and there
are indications that delays will actually increase if DCA is
used [4]. These results coupled with the increased com-
munication required maintain the databases in the first two
approaches lead to the selection of the last DCA approach
for use in HORN.

HORN was shown to be practical in terms of OPB and
BER. It was shown that losses in HORN were low enough
that optical gain elements are not necessary for local trans-
missions, i.e. transmissions that don’t leave the lowest ring
in HORN. Sufficient signal strength can easily be main-
tained in a system with up to about 43 intermediate PNs
in the transmission path which is much less than limit of
twenty imposed by current transmitter, detector and fiber-
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optic signal insertion/extraction technology. Use of op-
tical gain at only the point that a signal is initially in-
serted onto the remote transmission rings permits signal
strength to be maintained if much larger networks that fol-
low the HORN topology while also preventing the open
loop gain that would occur in some case when signals is
amplified indiscriminantly every pass certain points on the
rings since signals will circulate indefinitely when gain ex-
ceeds loss around a closed circuit. This also avoids the prob-
lem have having to remove signals actively from the rings.
When splitter transmission efficiencies of 90% at are used
each PN, losses were shown under this approach to signal
strength by at least 10 dB for each circuit a signal makes
around a ring. Noises in the sources, fibers, detectors and
routing elements were shown to be very low. The contribu-
tions to the BER from those elements was much less than
10�50. Similarly the contribution to the BER was shown
to be very small due to a message continuously cycling
through the system until losses reduce its strength below
noise levels.

These results, coupled with the protocol analysis per-
formed previously [12], show that HORN is practical and
that the initial objectives of high throughput, low delay and
high scalability can be achieved. These results also meet the
demands of that variations in communication traffic may
impose on an IN, avoid the need for actively removing
signals, and ensure sufficient signal strength to all PNs in
HORN even as elements and rings are added.
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