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Abstract - Choosing the best interconnection 
scheme for a multiprocessor is no easy task. This 
paper presents a two phase analysis to assist in this 
task. The two phases of the analysis are analyti¬ 
cal, and simulation. The analytical phase introduces 
a new metric called the network bandwidth require¬ 
ment, or nbr. The nbr is an estimate for the in¬ 
terconnecting network link speed of a multiprocessor. 
This result is used in the second phase of the analy¬ 
sis, different multiprocessor configurations are simu¬ 
lated using stochastic activity networks to verify the 
results of the analytical phase, and analyze the effects 
of contention and memory design on performance. 

INTRODUCTION 
Processing need is surpassing current limits of sin¬ 

gle processor technology [1]. This fact is pushing the 
envelope of computer design deeper into the realm of 
parallel processing. The single most important issue 
of parallel processing is the interconnection network 
[1]. This paper will give a computer designer insights 
on how to select an interconnection network for use 
in a tightly coupled multiprocessor. The analysis 
however, can also be applied to Multicomputers and 
computer networks. 

Our approach to this problem is from a different 
perspective than previous research [2]; our analy¬ 
sis centers on the individual interconnecting links as 
part of a complete multiprocessor. Rather than cal¬ 
culating a bandwidth for the entire network, we cal¬ 
culate a bandwidth requirement in words per cycle 
for the interconnecting links. Furthermore, we do 
not isolate the interconnection network for the pur¬ 
pose of analysis. Processor characteristics, memory 
issues, data consistency issues are all considered in 
addition to interconnection network issues. 

We propose a two step method for the analysis of 
this problem that results in an estimate for the inter¬ 
connection link speed. The first step is an analytical 
method that provides an initial estimate for the in¬ 
terconnecting link speed. We refer to this estimate 

as a new metric called the network bandwidth re¬ 
quirement, or nbr. The units for the nbr are words 
per cpu cycle, or w/c. The second step is simulation. 

Using the estimate for the interconnecting link 
speeds obtained in the analytical portion, models 
based on stochastic activity networks, or SANs [3] 
are used to simulate the multiprocessor. The proces¬ 
sor, interconnection network and memory are mod¬ 
eled providing performance results for each part of 
these parts. The simulation is used to verify results 
obtained in the analytical step, and to explore con¬ 
tention and memory access characteristics. 

EQUATION DEFINITIONS 

The purpose of these analytical equations is to pro¬ 
vide a speed estimate for the interconnection links. 
Four factors have been identified for this analysis: (1) 
cache line size, (2) memory cycle, (3) contention, and 
(4) data consistency issues. The analytical equations 
incorporate cache line size to account for transfer¬ 
ring a cache line, and data consistency for the traffic 
generated to maintain the consistency of data in the 
system. Conspicuous in their absence are contention 
and memory cycle, both are deferred to the simula¬ 
tion phase. For equation development, the memory 
is assumed to have zero delay. To compensate for 
the effects of contention, the processors in the sys¬ 
tem are assumed to issue data requests 100% of the 
time, the actual probability of a data request should 
be somewhat less than one. In an actual network 
a percentage of these transactions will be rejected, 
but so long as the sum of the probability of reject¬ 
ing a request and the actual probability of a request 
do not exceed one, the equations compensate for not 
factoring in contention and will provide an accurate 
estimate. 

Overhead 

Overhead represents the average number of trans¬ 
actions needed to maintain data consistency for 
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each memory transaction initiated. A representa¬ 
tive scheme was developed through a survey of direc¬ 
tory based coherency schemes [4] and used to develop 
these equations. The analysis separates consistency 
transactions from data transfers to simplify equation 
development. Hierarchical interconnection network 
characteristics are incorporated into the equations, 
but will not be discussed. Units for all the overhead 
equations are words per memory request, or w/mr. 

Overhead generated by reading dirty shared data. 
When a processor attempts to read dirty shared data 
the dirty item may be stored in the processor cache, 
or it may be stored elsewhere. In either case a dirty 
item is considered unusable. For the reading of dirty 
shared data the hit ratio is unimportant, because an 
attempt to read dirty data contained in a processor's 
cache is a forced miss. In the representative scheme 
an attempt to read dirty shared data is accomplished 
in three steps. First, the processor cache pair issues a 
read to main memory. Second, upon receipt of read 
request, main memory recognizes that the data is 
dirty, and forwards the request to the processor with 
the clean copy, which sends the cache line contain¬ 
ing the data to the processor that initially requested 
the data. This is a net of three transactions. How¬ 
ever, since data transfers are considered separately, 
overhead due to reading dirty shared data is(o/ir(j,): 

Data transfers. A data transfer must be initiated 
for every miss and also every hit on shared dirty data. 
For the shared dirty data case, two data transfers are 
initiated. First the processor sends a clean copy to 
the main memory, which forwards a copy to the re¬ 
questing processor. Factoring in instruction fetches, 
which incur no overhead, and data transfers results 
in the following equation: 

I-207 

The units are data transfers per memory request, or 
t/mr. 
Network bandwidth requirement - nbr. 
We now introduce a new metric called the network 
bandwidth requirement, or nbr. The nbr is the 
average number of words per cpu cycle that each 
link should be capable of transferring to or from 
each source. For single level interconnection net¬ 
works, the only source is the processor private cache 
pair. The equation for the nbr was derived through 
a realization of factors that will increase traffic on 
an interconnecting link. Each processor contributes 
Di Li + oh{ transactions into the interconnection net¬ 
work where L,∙ is the cache line size in words. The 
overall network bandwidth requirement for each link 
is affected by: the number of sources per link (Nii), 
the average path length, Pj4i, that a transaction trav¬ 
els, the number of processors covered by the cache at 
this level, C,∙, and the number of instructions each 
processor can execute per cycle (nbro). The PjJi 
calculations are based on characteristics of the in¬ 
terconnection network [5]. This yields the following 
equation: 
n6r,■ = nbr0 × Pli × NLi × Q × (Di × U + oh{) w/c. 

ANALYTICAL RESULTS 
The results of the equations were generated us¬ 

ing representative values for the different parameters 
found in literature [6, 7] and plotted. Networks eval¬ 
uated include a bus, crossbar, Multistage Intercon¬ 
nection Network (MIN), and a 2D mesh. Analysis of 
the graphs showed that the curves maintain a consis¬ 
tent shape for each of the interconnection networks 
the nbr values are of course different. Figure 1 shows 
the typical shape of the curves for the nbr results. 
The influence each parameter has on interconnec¬ 
tion network traffic relative to each other changes 
significantly as the multiprocessor size grows. The 
slopes of these lines increases and decreases with the 
number of processors. For small multiprocessors, the 
parameter Pr exerts the greatest influence on inter¬ 
connection network performance. However, as the 
number of processors grows, the effect of P,, and 
5 on the interconnection network performance also 
grows, eventually becoming the dominant parame¬ 
ters. This information should be a clue to designers 

For each instruction issued, Pr is the probability an 
instruction is a read. Of the data being read, P, is 
the probability it is shared and Pj is the probability 
that the shared data is dirty. For every read of this 
type, two one word transactions are generated. 

Similarly, equations for overhead generated by: 
reading shared data (ohrt), reading unshared data 
(ohru), writing shared data (o/tinv,-), and writing un¬ 
shared data (ohwu) were developed. 

h{ is the global hit ratio of the caches up to level i, 
5 is the percentage of processors sharing data, N is 
the number of processors, and C,∙ is the number of 
processors serviced by a cache at level t. 

By summing these equations a unique representa¬ 
tion of the overhead at level i may be obtained. This 
results in 

ohi = ohrdt + ohr, + ohru + ohinvi + ohwu w/mr. 
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Figure 2: nbr vs. the number of processors. All 
network types are graphed. 

Figure 3: nbr vs. the number of processors. All 
network types are graphed. 
As expected the bus is the worst performer, and the 
crossbar the best. The bus is the least capable in¬ 
terconnection strategy, but it is still a feasible choice 
for very small numbers of processors. The mesh is 
a better performer than the MIN up to about 300 
processors, but the difference is not substantial. A 

designer must remember that performance is not the 
only factor to consider in choosing an interconnec¬ 
tion network. 

The conversion of these nbr results to an inter¬ 
connecting link speed is very simple. The nbr rep¬ 
resents the number of one word transactions each 
link must be capable of handling in a cpu cycle to 
sustain processor execution. Therefore, if the cpu 
has a 20MHz clock cycle, the interconnecting links 
should have a cycle of 20 × nbr MHz. Obviously, it is 
impossible to operate interconnecting links at some 
of the speeds indicated given current technological 
constraints, these configurations may be eliminated 
from further consideration. Once impossible configu¬ 
rations have been eliminated, simulation can be used 
to further investigate the remaining candidate net¬ 
works. 

SIMULATION RESULTS 

To verify the results of the analytical section, the 
tool UltraSAN [3] was used. UHraSAN is a model¬ 
ing and simulation tool based on stochastic activity 
networks, or SANs [3]. As a gauge for measuring 
the performance of the processors, a single processor 
bus was used. The interconnecting link speed used 
in this model evaluation was assumed to be equal 
to the processor speed. This uniprocessor system 
achieved a 66% processor utilization, a 12% memory 
utilization and a 3% link utilization. For all graphs of 
processor performance data a light line was included 
for the processor utilization of the uniprocessor bus 
model as a reference to this gauge. Furthermore, all 
results are graphed with their corresponding error 
bars. Some error bars may not be visible. This indi¬ 
cates that the simulation results are very accurate. 
Simulation models for all networks mentioned pre¬ 
viously were developed and with the corresponding 
nbr values used to generate the results. 

Performance results were obtained for processor, 
memory, and link utilizations. An accurate predic¬ 
tion of the nbr will result in a processor utilization 
that is equal to the gauge for all multiprocessor types 
and sizes. 

Figures 4, 5, 6, 7, show the simulation results for 
the bus, crossbar, MIN, and mesh interconnection 
networks respectively. The nbr is a very good esti¬ 
mate, maintaining the processor utilization for all in¬ 
terconnection networks at a level close to the gauge. 
The memory utilization also remains at a fairly con¬ 
stant level of performance. The steady levels of per¬ 
formance of the processor and memory utilization 
demonstrate that the nbr value accounts for expected 
increases in the interconnection network traffic. If it 
had not, the utilization factor for both would drop 
since the interconnection network would necessarily 
have a higher utilization factor. The link utilizations 
for all models except the crossbar also remain essen-
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Figure 1: Typical curves for nbr vs. Pr, Pd, Ps, and 
5 for a ^-processor multiprocessing system. 

as to which parameters need to be addressed in the 
design of multiprocessors. 

The nbr results are graphed in Figures 2, and 3. 
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Figure 4: Simulation results for the bus multiproces¬ 
sor with the capability of interleaving bus transac¬ 
tions. 

Figure 5: Simulation results for the crossbar multi¬ 
processor model. 

tially constant, which is in accordance with the pre¬ 
vious statement. The link utilization in the crossbar 
increases with the number of processors, and is at¬ 
tributed to the invalidation/acknowledgement traffic 
and the method by which the link utilization is cal¬ 
culated. 

CONCLUSIONS 
The nbr calculations are shown to be accurate 

and flexible. Processors with different characteris¬ 
tics may be considered easily helping the designer 
to determine the best possible mating of processor 
to interconnection network strategy to obtain max¬ 
imum performance within the current technological 
constraints. It can also be determined if the nbr of 
an interconnection network exceeds what is required 
by a given processing load. 

Using the analytical and simulation phases in con¬ 
cert offers excellent aid to designers for the selection 

Figure 6: Simulation results for the MIN multipro¬ 
cessor model. 

Figure 7: Simulation results of the mesh multipro¬ 
cessor model. 

of an interconnecting network and the determination 
of the interconnecting link speed requirements of a 
multiprocessing computer. The ease of use, the ac¬ 
curacy of the results, and the small time investment 
required to obtain the results makes this two-phase 
analysis an ideal starting block for multiprocessor 
design. 
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