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Abstract—Optical interconnects are becoming ubiquitous for flexibility for HPC systems by augmenting electronic praees
short-range communication within boards and racks due to ing functionalities with high bandwidth optical commurticea
higher communication bandwidth at lower power dissipation capabilities, thereby optimizing cost to performanceoati

when compared to metallic interconnects. Efficient multipexing | tically int ted network_ it is often that th
techniques (wavelengths, time an space) allow bandwidtht n an oplically interconnected network, 1t 1s often that the

scale, static or predetermined resource allocation of wavengths Wavelengths or the channels are statically allocated tesiod
can be detrimental to network performance for non-uniform boards using different wavelengths, fibers and time-sie}s [
(adversial) workloads. Dynamic bandwidth re-allocation kased [10], [11], [12]. Static allocation of wavelengths in omldn-
on actual traffic pattern can lead to improved network perfor- terconnects offers every node with equal opportunity feerin

mance by utilizing idle resources. While dynamic bandwidthre- icati While stati I i .
allocation (DBR) techniques can alleviate interconnectio bot- processor communication. lie static allocation impsve

tlenecks, power consumption also increases considerablyitty ~Performance for uniform or benign traffic patterns, the rogtw
increase in bit-rate and channels. In this paper, we propose congests for non-uniform or adversial traffic patterns due t
to improve the performance of optical interconnects using DBR uneven resource utilization. Based on the enormous baiwid
techniques and simultaneously optimize thegower consumption demands (in excess of Terabytes per second) of future HPC

using Dynamic Power Management (DPM) techniques. DBR L -
re-allocates idle channels to busy channels (wavelengthdpr systems, optical interconnects will need to be much more flex

improving throughput and DPM regulates the bit rates and sup  ible to adapt to various application communication patern
ply voltages for the individual channels. A reconfigurable pto- Therefore, dynamic re-allocation of bandwidth based onaict
electronic architecture and a performance adaptive algothm  traffic utilization can improve performance by utilizingled
for implementing DBR and DPM are proposed in this paper. resoyrces in the network. Prior work on dynamic reconfigu-
Our proposed reconfiguration algorithm achieves a significat . . . Lo
reduction in power consumption and considerable improvemet r_at'on have used aCt'Ve_ electro-optic _SW'tCh'ng elemeit _[5
in throughput with a marginal increase in latency for synthetic ~ time-slots based bandwidth re-allocation [13] and bothetim
and real (Splash-2) traffic traces. and space based bandwidth switching [14]. More recent work

Index Terms—Performance Modeling, Power-Aware, Recon- have used genetic algorithm to dynamic.ally.determine pdrssi
figurable Optical Interconnects, High-Performance Computng Wavelengths from any source to destination by reusing the
(HPC). same wavelengths [15].

While opto-electronic networks can improve performance
with higher bit rates and dynamic re-allocation of bandvjdt
power consumption is still a critical problem for HPC sysgem

HE increasing bandwidth demands at higher bit ratés interconnection network consumes a sizeable fraction of
T and longer communication distances in high-performan#iée system power budget, researchers have proposed several
computing (HPC) systems are constraining the performariR@ver-aware techniques to optimize power consumption for
of electrical interconnects at all levels of communicatiodPC systems. Dynamic power reduction techniques such as
on-chip, chip-to-chip, board-to-board and rack-to-raekels DVFS (Dynamic Voltage and Frequency Scaling) [16], [17],
[1, 121, 3], [4], [5), [6], [7], [8], [9]. This has given [18], [19] and DLS (Dynamic Link Shutdown) [20] have
rise to opto-electronic networks that can support greafégen suggested for electrical networks. In DVFS, voltage an
bandwidth through a combination of efficient multiplexingrequency of the electrical link are dynamically adjusted t
techniques (wavelength-division, time-division, and cmpa different power levels according to traffic intensities tanim

division). Opto-electronic interconnects provide maximu Mize power consumption. DLS, on the other hand turns down
the link if it is not used and turns up the link when needed. In

Manuscript received March 1, 2010. This work was supportegart by [17], power-aware opto-electronic network design spa@xis
the Natlonal Sctence Foundation grants CCR-0538945, EGTZ5765 and  plored by regulating power consumption in response to actua

F-095 . - . ..

Avinash Karanth Kodi is with the School of Electrical Engéniag networl_( traffic. HOWQVQI’, they have des'g”ed eff|C|_ent power
and Computer Science, Ohio University, Athens, OH 45701AWSmail:  regulation control policies without bandwidth re-alldoat In
kodi@ohio.edu. _ [19], an opto-electronic network with voltage scaling from

Ahmed Louri is with the Department of Electrical and Computel oV 0.6V with al l | lable bandwidth f
Engineering, University of Arizona, Tucson, AZ 85721, USAmail: : to O. with almost linearly scalable bandwidth from

louri@ece.arizona.edu 8 Gbps to 4 Ghps has been proposed.

I. INTRODUCTION
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The motivation for designing dynamically reconfigurable §N
power-aware opto-electronic network for HPC systems is tv !
fold. First, as bandwidth demands increase, networks tat ¢ | [ ToferBoard Optical Taterface ]| [~ Opto-Electronic Interconnect
dynamically re-allocate bandwidth by adapting to shifteét- ‘ ezl M0| 2,9 2,0 ”‘% I‘W A0 43, 0)
work traffic can gain significant improvement in performanci = A S - T T !
Second, as spatial and temporal locality exists due to-int HJ — 4'7
process communication patterns, opto-electronic poweire ! L 1
networks can optimize their power consumption and there o P | e e gl |
improve performance by scaling bit rates and supply voltag i (SRS)
While scaling the bit rates allows opto-electronic netveork
to reduce their power consumption, this can adversely taffe .
performance by increasing latency. Similarly, dynamicad- owd1 7T T ”””” ? Board3
allocating bandwidth can improve the network performanc [ I;ter_mdopﬁc:‘i'lmm ‘
but at the same time consume more power. Taken together, e

work evaluates the poyver—performance trade-off by bafanci i
power consumption with improving network performance.

In this paper we propose a dynamica”y reconfigurable OpHTg. 1. Routing and wavelength assignment in E-RAPID foeritoard
cal interconnect called E-RAPID that not only dynamica#ly r communication.
allocates bandwidth, but also reduces the power consumptio
while delivering high-bandwidth, and high connectivityy-D
namic Power Management (DPM) technique such as DVFSAs Inter-board and Intra-board Communication

applied in conjunction with Dynamic Bandwidth Re-allocati h . . d | h all : f
(DBR) technique based on prior network utilization for was$ The static routing and wavelength allocation (RWA) for

communication patterns. We propose a dynamic reconfigufﬁter_'board communlcanon for a R(l.’4’4) sys_tem Is shown
tion algorithm called Lock-Step (LS) technique that adapB Figure 1. For_ inter-board communlpatlon, different wave
to changes in communication patterns. LS is a history-ba 8gths from various poards are §glect|vely merged to aépar
distributed reconfiguration algorithm that triggers refogura- ¢ ar_me_ls to pI’OVI((ZiS(;,' high COI"]I.’IeCtIVIty. Inter-board wa_ngtes
tion phases, disseminates state information, re-allecytetem '€ indicated by\;”, wherei is the wavelength and is the
bandwidth, regulates power consumption and re-synchesni2CUrce board numbe.r from which the wavelength originates.
the system periodically with minimal control overhead. Lsgh 1he wavelength assigned for(;;;l given source boa(gt)ind
several advantages including: (1) Decentralized powdingca destination board is given byA,,” ;) if d > s andX ),
such that every board independently makes power contfpF > @ where B is the total number of boards in the system.
decisions. (2) Re-allocation of bandwidth happens betweERN €xample, if any node on boaidneeds to comrr11un|cate
any system boards without affecting the on-going commurith any node in board), the wavelength used i and
cation in the overall system, and (3) Maximum bandwidtfer reverse communication, the wavelength used(js. The
can be provided for system boards for hot-spot/bursty ¢raffinultiplexed signal received at the board is demultiplexezhs
pattern, where extremely high load is placed for a shdhat every optical receiver detects a wavelength.
duration of time. Our simulation results on synthetic woed Figure 2(a) shows the intra-board interconnections fordoa
indicates performance improvements of 30% to 400% with The network interface at every node is composed of send
power savings in excess of 50%. and receive ports. These send and receive ports at each node
are connected to the optical transmitter and receiver ports
through the bidirectional switch. Each packet, consistirfig
several fixed-size units called flits, that arrives on thesitai
input buffers progress through various stages in the router
A E-RAPID network is defined by a 3-tuple:(C,B,D) wherebefore it is delivered to the appropriate output port. The
C is the total number of clusters, B is the total number gfrogression of the packet can be split imter-packetand
boards per cluster and D is the total number of nodes paer-flit steps. The per-packet steps include route computation
board. Figure 1 shows an E-RAPID system with C = 1, BRC), virtual-channel allocation (VA) and per-flit stepslude
= 4 and D = 4. All nodes are connected to the scalabssvitch allocation (SA) and switch traversal (ST)[21]. AKin
electrical Intra-Board Interconnect (IBI). The IBI cont®c controller (LC) is associated with each optical transmidted
the nodes for local (intra-board communication) as well asceiver and a Reconfiguration Controller (RC) is assodiate
to the Scalable Remote Optical Super-Highway (SRS) faith each system board. The co-ordination between RCs and
remote (inter-board communication). All interconnectstb@ LCs are essential for implementing the reconfiguration -algo
board are implemented using electrical interconnectsrevag rithm. One significant distinction should be made in E-RAPID
the interconnections from the board to SRS are implementelits from different nodes are interleaved in the electrica
using optical fibers using multiplexers and demultiplexerdomain using virtual channels whereas packets from diftere
The WDM and SDM features are exploited by the SRS fdroards are interleaved in the optical domain. Although flit
maximizing the inter-board connectivity as explained next transmission in the optical domain is feasible, flit managem

A \
4 VA2 N2

Intra-Board Interconnect
VA2 VA2

Intra-Board Interconnect
Intra-Board Interconnect

Inter-Board Optical Int
Inter-Board Optical Ini

S i Fed

Il. OPTICAL RECONFIGURABLEARCHITECTURE
E-RAPID



JOURNAL OF SELECTED TOPICS IN QUANTUM ELECTRONICS 3

Board 0 - TTTTTTToTooooo- -»> Board 0 | oo
—» Intra-Board Electrical Links on | T'aﬂsm‘“e" L S Lco LR N
|Controller || VCSEL i
— Inter-Board Optical Links Array }\“ > T TO) Output Mjk [7\,;] Z.i },; 7»;
) Ly N ‘ To Board 0 Buffer M€
——p Intra-Board Control Links | Aujl\ 7ﬁ>
- ‘0 Boar
— — & Inter-Board Control Links e T ‘oupler 0
o by b
A > T itter T1 Output tj &) [7"1] A s
> — N e N
To Board 1 Buffer To Board 3
M oupler 1
| | — % [PY%
| ; i b >
! H 0) (1 2) (3) To Board 2
Node3 i O 4@ 4@ 40) T o Output
| Ao | A Ay A3 i A __c] oupler 2
i Demuxg———— M d
(awg) | e
d ad ad[d
- P SR
—
. AT bf To Board 1
T T3| Gutput Coupler 3
<
‘ Intra-Board ‘ Inter-Board . \&m T
Intra-Nod 1 N nter-Board Optical _, A___ay
Interconnect ‘ Interconnect ‘ Oi’t?'EleC“’D":c Interconnect
nterconnec

(SRS)

(@

Fig. 2. (a) The proposed on-board interconnect for the E4RA&chitecture with reconfiguration controller (RC) andklicontrollers (LC). (b) The proposed
technology for reconfiguration using passive couplers analyeof lasers per transmitter port.

across multiple domains is extremely complicated. reducing communication latency. The physical link overathi
both the Wavelengthﬁgc), and /\éc) propagate are the same,

B. Technology for Dynamic Bandwidth Re-Allocation (DBRYZ‘?{S gsaihso(zrfd?r\?vrilLCQ%ZT:Ltlsr(:-(():rer::/i(:sbgawssgrgzng'rl;sﬁ:it;e

From Figure 2(a), each optical transmitter is composed gfj\ys contending traffic, not only to use multiple waveltg
an array of similar wavelength lasers. The enabling te@@ol 1 ¢ 5150 to spread the traffic on the transmitter board, Hyere
for reconfigurability in E-RAPID is shown in Figure 2(b). Bac increasing the throughput of the network.

optical transmitter is associated with 4 output ports (&, émd

d) as there are 4 boards in the system. The notaxfi;‘fh is

used here to indicate wavelengtloriginating from porty for C. Dynamic Power Management (DPM) of Optical Intercon-

a given transmitter. The statically assigned wavelengthegis nects

the communication requirements from section 2.1 are eedios , - optical link in E-RAPID architecture consists of the

na brack_e_t. . . . transmitter, the receiver and the channel. Consideringsa pa
The ab_|l|ty to dynam|call_y switch ”?”'“p'_e Wavelengthssive channel, the total power consumption of an optical link

through different ports ofa_gwen tra_nsmﬁtermmultam’-ka@o depends on the transmitter and the receiver power. Trans-

different system bgards using passive couple_rs form; this b itter power is consumed at the laser and laser driver,

for system reconfigurability in E-RAPID. This provides tth

flexibility in E-RAPID wh th lenath here as the receiver power is consumed at the photode-
exioiity In E- where more than one waveleng Cal?ector, transimpedance amplifier (TIA) and clock and data
be used for board-to-board communication in case of inexka:

traffic loads. The basis of reconfiguration is to combine, atSr ecg\riteur?]/q (\s:vgli) (ﬂfélw;y[z[;]fi ]\'Nigﬁzléngrr:;el ra%tgulgtlg:;plz;] d
given coupler, different wavelengths from similar numhﬂE\reVCSELs (vertical-cavity surface emitting lasers)[22]3]Zan

{)horts, bll:.t flrom ddn‘ferer:t transm!tters.tReferr[;:g 0 F'gm(b)’d be considered as light sources, we assume a VCSEL (vertical-
€ multiplexed sighal appearing at coupiens compose cavity surface emitting laser) as the laser source, which

. . (b)
of all the signals inserted by same numbetegorts ;" eliminates the need for the external modulator. Moreover,

b b b : :
AP A and /\é ), but from different transmitters. NOW, there are commercial vendors who provide one-dimensional
when needed, different destination boards can be reaChedn'ﬂYItiple—wavelength VCSEL arrays which can be used for
more than one static wavelength, thereby enabling the dimamsconfiguration in E-RAPID [24]. In the next subsection, we
reconfigurability of the proposed architecture. For exampleyajuate the power dissipated in an opto-electronic liné an
assume that the traffic intensity from board 0 to 2 is high. Thg.ice parameters that can be controlled to regulate thepow
statzc) wavelength assigned for communlc?'glon(t()) boarcgl )O tocgnsumption.

is A, at coupler2. The other wavelengthk, 7, Ay~ andy 1) Power Calculations:The total power consumed by an
appearing at the same coupler 2, could be used if other boaggse opto-electronic link is given by:

(board 1, 2 or 3) release their statically allocated wavgies

(with which they can communicate with board 2) to board Q2r = (Pp,.iver+Pvoser)rx +(Pphotodiode+ Pria+Pepr) Rx

If board 1 releases wavelength to board 0, then board 0 (1)

can start using poxt at transmitterl (A§°>) in addition to port  The superbuffer in the VCSEL driver is a set of cascaded
¢ at transmitter2 (/\éc)), thereby doubling the bandwidth andinverters, and the size of each inverter is larger than the
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previous one by a constant factorThe total power dissipated therefore, the 3dB bandwidth of TIA is approximated as

in the driver stages is calculated as Aw) w

()

W3dbtia — = —
Ppriver = 'YCLVdeBR (2) RfCZn 0.7

where is the switching factor(, is the total load capac- Then the total power dissipated at the receiver can be aitain
itance of the superbuffers (of inverters),Vyq is the supply ) )
voltage andBr, is the bit rate. The total capacitance is the , ~_ 0-7A(w)Ij +(27TVeCOVdd 2my AV Cin

sum of input and output capacitance of all the inverters, and’ " 2rC;,.Br 0.35 0.7A(w)
Then the desired,, at the transmitter can be obtained by

is given as [22]
C1 = Chod — Com 4 501 (Cin + Cout)5* 3) solving (5), (7) and (8). The power dissipated at the cloak an
- oad — “in k=0 n out

data recovery is given as [16]
whereCr,,.q is the load capacitance of the inverter chdih, _ 2
andC,,,; are the input and output capacitances of the minimum Pepr =1CcprViaBr ©
sized inverters. We adopt the VCSEL with a CMOS drivewhereCcpr is the capacitance of the clock and data recovery
from [22], where the driver circuitry consists of two NMOSunit.
transistors providing the threshold and modulation cusen 2) Dynamic Power:At the transmitter, VCSEL is gener-
and a superbuffer driving the gate that delivers the moituiat ally biased at threshold curredy;,, and the dynamic power
current. The VCSEL power consumed is given as consumed by VCSEL grows with the modulation currénpt

1, is controlled by the receiver's minimum voltage swing
Pveser = Itotal-Vsource = (Ith+1m'7)(Vth+ImRs+Vdd_th>required as given by equation (5). For the VCSEL driver,

) ¥/ the dynamic power is consumed by charging/discharging the
The total current is the sum of thresholfi;() and modulation capacitor chain and scales wiff, and ded' At the receiver,

currents times the switching factor. The total voltage i8 thria consumes maximum power and it depends6p and
sum of the VCSEL threshold voltag&’(,), the voltage drop p,. a5 given by equation (8). The CDR can be frequency and
across the series resistancg) and the minimum source- yqjtage scaled as bit rate varies #§(andBj;) from equation
drain voltage Va4 - Vi) to ensure the gate that delivers th?g)_
modulation current is in saturation. When the bit rate scales down, the supply voltage is also re-
At the receiver, we determine the power consumed Ryced of all the above components, resulting in power saving
the photodetector and the TIA. This is modeled similar t8¢ajing the power level focuses on reducing the delay iecurr
[25], which consists of the photodetector as a current Uigyring the slow voltage transitions as compared to frequenc
(s + afl,) and a common source amplifier connected Byansitions [16], [17]. As the link can be operational dgrin
a feedback resistancdi;. I, is the dark currento is the  the sjow voltage transitions, increasing the link speedliras
VCSEL efficiency in AW ands is the detector efficiency in jncreasing the voltage before scaling the frequency. iyl
WI/A. The input capacitance to the amplifi€f, = Cp +Cy,  the frequency is decreased before scaling the voltage. The
whereCp is the diode capacitance ad, = Co, WL is the  gelay penalty is limited to frequency transitions as thigiees
gate capacitance. The VCSEL needs to generate enough liglt CDR (implemented as phase-locked loop) to relock the bit

which depends or,, such that the receiver will produce anate and re-synchronize the clock with the incoming data.
output signal of amplitudé\ 1}, which can then be amplified

by further receiver stages. This can be approximated as [25]

)Br (8)

IIl. DYNAMIC RECONFIGURATION
VI

(5) A. Power-Performance Trade-Offs
ﬁOzRf

To provide more insight into power and performance trade-
Therefore, the power consumption of the VCSEL is defineaffs, consider Figure 3 which shows various combination
by the needs of the receiver for a giv®y, andV,,. The total of power regulation and bandwidth re-allocation techngue
power dissipated in the TIA based receiver circuit is thesegi These techniques include four cases namely, Non-Power
as Aware Non-Bandwidth Re-allocation (NP-NB), Power-Aware

Pria = IVag + I3Vaq + v(BI )* Ry (6) Non-Bandwidth Re-allocation (P-NB), Non-Power Aware,

' Bandwidth Re-allocation (NP-B) and Power Aware Bandwidth

where I, is the bias current of the internal amplifier and ifRe-allocation (P-B).
given by, = w3gpint VeCo Wherewsaping is the 3db bandwidth  Let us consider three power levels, namely, low-power
of the internal amplifier}, is the early voltage, and’y is mid-powerP,; and high-powey as shown on the left y-axis
the output capacitance. The gain-bandwidth product of tloé Figure 3, and three link utilization levels, low-utilizan
internal amplifier isGBW = A(w)wsapint = gm/Co, Where Uy, mid-utilization Uy, and high-utilizationUy; as shown
w = 2w Br andg,, is the transconductance. The relationshipn the right y-axis of Figure 3. Link utilization measureg th
between the internal amplifier bandwidth and the maximuamount of time the link is in use. Moreover, assume that these
bit rate is given asv = 0.35wsapine- The bandwidth of TIA link utilization levels are measured at every reconfigorati
is assumed to be half the bandwidth of the internal amplifiaindow, R,,. Reconfiguration statistics will be gathered from

AV =




JOURNAL OF SELECTED TOPICS IN QUANTUM ELECTRONICS

reconfiguration
window, Rw
Utilization /\
Py R FF- Uy Py Fehi b EEEE R =
[ [
A Power /
Py 1N 00000000000 0 Uy Py e
U U
.
.
P, U P
Time
R, R, R,

(a) Non-Power Aware, Non-Bandwidth

window, R,
A
P, : g I )
L] [ U o Pyl mmgopmmmmmm \VARY Uy
' \ Ay i VAN
’ N N A <+ -
P, Uy Pyl i Uy
b
[\ \/}”2 \
1 e O e A\
Py Ve--lup Py ——dy,
R R, R R R R R,

Re-Allocation (NP-NB)

Bandwidth scaling
at the reconfiguration

Bit-Rate scaling at the

(b) Power Aware, Non-Bandwidth
Re-Allocation (P-NB)

(c) Non-Power Aware, Bandwidth
Re-Allocation (NP-B)

(d) Power Aware, Bandwidth
Re-Allocation (P-B)

Fig. 3. Design space of power-aware, and bandwidth recaafigity.

the past reconfiguration window to predict the future linktages, each stage is implemented either as a request or a
utilization, and the corresponding power and bandwidtkliev response stage between reconfiguration controller (RC) and
Figure 3(a) shows the NP-NB technique. In this casknk controller (LC). Each RC triggers the reconfiguration
irrespective of the link utilization, the power consumptio phase, communicates with the local LCs and other RCs to
remains constant and the network cannot react to fluctusmtiatetermine the network load based on state information (link

in traffic patterns. Figure 3(b) shows P-NB technique, wheend buffer utilizations) collected during the previous gda
the link utilization is measured at evefy,,. P-NB technique LS protocol works in the background and does not affect the
allows link power to scale with link utilization. This teclgue on-going communication, thereby minimizing the impact of
is shown to reduce power consumption, but is not able teconfiguration latency on the overall network latency.

respond to increases in bandwidth demands. Figure 3(C)sshqgsconfiguration Statistics: Historical statistics are collected
the NP-B, where the link utilization is measured at every. yith the hardware counters located at each LC. Each LC is
NP-B technique allows bandwidth re-allocation to adapirtb | 55sociated with an optical transmitter to measure linkssizs,
utilization. This technique is also shown to improve perfolng 1o turn on/off the laser. The link utilization Lipk; tracks
mance, but is unable to regulate power. Figure 3(d) shows P43 hercentage of router clock cycles when a packet is being
where both power is regulated and bandwidth is re-allocatgd\smitted in the optical domain from the transmitter qrieu
upon changes in link utlllzatlon._Thls technique is shown 9ne puffer utilization Buffer,;; determines the percentage of
not only reduce power, but also improve performance.  ffers being utilized before the packet is transmittedloft-
Power consumption and latency [i#) are inversely re- medium network loads, link; provides accurate information
lated, i.e. there is a minimum power at which the latenGggarding whether a link is being used at all, where as
increases asymptotically to infinite and a minimum latengy,¢ter .." provides accurate information regarding network
at which the power consumption increases asymptotically {8ngestion at medium-high network load. All these staisti
infinite. However, between these extremes exist sever&iles, e measured over a sampling time window cafRetonfigu-
points at which either power or latency can be optimizedyiion windowor phase,R,,. This sampling window impacts
Dynamic power management (DPM) allows power scalingerformance, as reconfiguring finely incurs latency penalty
by controlling the bit rates and supply voltages. Dynamig,q reconfiguring coarsely may not adapt in time for traffic

bandwidth re-allocation (DBR) technique allows multipds £, cquations. We utilize network simulations to determihe t
to be operational for a given communication. Taken togeth%rptimume_

this provides a two-dimensional design space optimizationE hRC: i=0.1 . B—1] q Il thé.C
problem. In this work, we re-allocate channels for overkxhd | achRC;, @ =0,1,..5 —11s connected to all t J

links by DBR and regulate power consumption by DPM fot ~ 0,1,..D—1on the board..ln a(jdition, eacﬁC’i !s
all the links in the network. also connected toRC; 1 )moduloB in a simple electrical ring

topology separated from the optical SRS. A ring topologywit
) ] ] ) unidirectional flow of control ensures that what informatie
B. Dynamic Reconfiguration Technique sent in one direction is always received in another. Figure 4
LS technique re-allocates link bandwidth, scales the @hows the 2 communication stages, RC-LC and RC-RC of
rates and supply voltages based on historical informatiche reconfiguration implementation. Each LC associatet wit
In LS, each reconfiguration phase works in several circulartransmitter has a link utilization counter, a buffer agliion
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Fig. 4. Reconfiguration algorithm implementation.

counter and a on/off binary value for every wavelength fairly reasonable for most traffic scenarios. This impliestton
A1, A2 ... On a given system board. an average 50% of our buffers are occupied by packets for the
The symmetry of E-RAPID with respect to the numbegiven reconfiguration windowR,,. We setL,,;, to 0.0 which
of wavelengths provides the insight into reconfiguration aindicates no packets are being transmitted on the link. Each
gorithm. For example, ifA = Xy, A1, X2 ... Ag_; is the incoming link statistic is classified into three categoras
total number of wavelengths associated with the system, weder-utilized if Link,; is less thanL,,, (implying that this
can see that this is exactly the same number of wavelengtavelength can be re-allocated), normal utilized if Buffgr
transmitted/received from every system board. In otheidgor less thanB.,,, and Link,; is greater tharL,,;,, (implying the
the number ofoutgoingor incomingwavelengths per systemwavelength is well utilized) and over-utilized if Buffgy; is
board is the same. Therefore, in order to balance the logikater thanB.,,, (implying that additional wavelengths are
and re-allocate wavelengths on a given link, the systemdboareeded). RC would allocate the under-utilized links to the
needs all link statistics on it&:.coming links. This is achieved over-utilized links. In addition, we check whether an athga
by the co-ordination between the LCs and RCs as explainkdallocated link is required by the original board (Step)}(
in the LS algorithm. In such situations, we check the Buffgy is greater than
LS Algorithm: In order to implement LS, RCs evaluate th®.0 which will indicate that some packet is waiting to be
state information and re-allocate the bandwidth for theemtr transmitted. In such scenarios, we reverse the allocatioh a
R,, based on previoust,,. After RCs have decided which provide the board with the originally assigned wavelength.
links to re-allocate, this information is disseminated k& In Step 5 and from Figure 4(b), eaddC; now sends out
the RCs on other boards. RCs then determine the powevardresponse t0 all the remaining boar®C's to update their
level for each link and convey re-allocation and power levelutgoing link statistics. As in board request staB€é;; updates
information to the LCs. The pseudo code of the LS algoriththe information received from othétC's for the transmitters
is shown in Table 1. AfterR,, in Step 2,RC; sends out with which RC; communicates with those boards into its
Linkpequest packets toLC; as shown in Figure 4(a). Whenoutgoing link statistics.
this packet is received biC;, it updates all th@utgoinglink In Step 6 DPM is implemented. The power level for the
statistics. In Step 3, eacRC; sendsBoardrequest Packet to next R,, is computed based on two buffer thresholds, .,
obtain all the link statistics for iténcoming links as shown and B,,,,... While other researchers have used link utilizations
in Figure 4(b). As it sends out, due to the symmetry of th® regulate power levels, link utilization does not allowr fo
ring architecture, it receives Boagt...: from other RC;. aggressive power regulation. In our power regulation tech-
For example, when board receivesBR, from say board nique, we aggressively push the link to be fully utilized and
0, it will update the field for wavelength with which boardthen evaluate based on buffer thresholds. If the Byffefalls
1 communicates with board, i.e. A; using the data stored below B,,;,, the power level of the link is scaled down to
in its outgoing link statistic. When the boar@®C; receives the next lower power levelP, ;. If the Buffer,,; exceeds
its own Boartk.ques: Packet, it updates all the incoming linkB,,,,., the link power is scaled up to the next power level,
statistics. P,.1. If the Buffer,; falls betweenB,,;, and B,,q., the
In step 4, DBR is implemented. Now, eafit’; computes if link retains the same power levéd?,,. While multiple bit rates
reconfiguration is necessary based on buffer congesBig)), can conserve more power by finely tuning the bit rates to the
and minimum link utilizationLZ.,,;,,. While profiling of traffic buffer utilization, it increases the delay penalty by reetiing
traces can provide more accurate information regardingiwhiine CDR circuitry every time the bit rate is scaled. Simiarl
the network is actually congested, setting thg,, to 0.5 is if R, is too small, the bit rates will be tuned too often, again
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TABLE |
LOCK-STEPALGORITHM FORDBR AND DPM IMPLEMENTATION

Step 1: Wait for Reconfiguration windowR,,

Step 2: Each RC; sends theLinkrequest control packet to all itoutgoing LC;
Step 2a:Each LC; computes the Link;;; and Buffer,;;; for the previousR,, and updates the field in the
LinkRrequest Packet and forwards to the nekiC; 1 and finally to RC;

Step 3: EachRC; sends theBoardprequest control packet to allRC, i # j
Step 3a: RC; updates the Link;;; and Buffer,;;; for the link (wavelength) with which it communicates with
RC; when it receives thé€Boardrequest Packet fromRC;

Step 4: RC; receives itsBoardrequest Packet containing utilization information for all it8icoming links
Step 4a: RC; classifies everyB — 1 incoming links for DBR as

If Link 457 < Lmin => Under-Utilized

If Link 457 > Lpmin & Buffer,;;; < Beon, => Normal-Utilized

If Buffer,¢;; > Bcon => Over-Utilized

Re-allocates Under-Utilized links to Over-Utilized links
Step 4b: For every link, if Buffer,;;; > 0.0 & Link is re-allocated as Under-Utilized, cancel theall®cation

Step 5: Each RC; sends theBoardgesponse control packet with updated link information ®C, i # j
Step 5a: RC; updates the wavelength re-allocation for the link with vihit communicates with
RC; when it receives thé€Boardresponse Packet fromRC;

Step 6: Each RC; performs DPM and classifies each link as
If Bpmin > Buffer,;;; => Decrease Power LeveP{_1)
If Bnin < Buffer,; < Bmaz => Maintain Power Level Py,)
If Buffer,¢;; > Bmas => Increase Power Level,+1)

Step 7: Each RC; sends theLinkresponse CONtrol packet to all itvutgoing LC; with updates link

re-allocation information and new power level information

Step 7a:In response to DBR, eachC;, turns off/on the lasers for wavelength re-allocation

Step 7b: In response to DPM, eachC;, sends newPowery,.,; packets if the new power level is different from
previous power level

Step 8: Go to step 1

incurring excess delay penalty. IR, is too large, the bit from 0.1 — 0.9 of the network capacity. The network capacity
rates cannot scale to accommodate large fluctuations. We wuses determined from the expressidh (packets/node/cycle),
network simulation to determine an optimum value Bf,. which is defined as the maximum sustainable throughput
By using 6 power levels in our system architecture, we avowhen a network is loaded with uniform random traffic[21].
multiple bit rate transitions. The simulator was warmed up under load without taking
In Step 7 and from Figure 4(a), each boaRd’; sends measurements until steady state was reached. Then a sa@mple o
out Linkresponse Packets using the data received from itijected packets were labelled during a measurement aiterv
outgoing link statistics to each of theC;. EachLC; updates The simulation was allowed to run until all the labelled petsk
the state information received, thereby either turningfithe reached their destinations.
lasers and re-clocking to the new power level. As there is one gor the on-board router model designed for E-RAPID
to-one mapping between the transmitter and the receiver, §jchitecture, we considered the channel width to be 32 bifs a
transmitter LC; injects a bit rate control packet on the linkpe router speed to be 400 Mhz, resulting in a unidirectional
and stops transmission for the duration while the frequengyndwidth of 12.8 Gbps and per-port bidirectional bandkwidt
and voltage transitions occur. When this bit rate contrekpa o 25 6 Gbps. It takes a single router cycle for routing,uait
is received, the optical receiver then re-clocks to the néw Rpannel allocation and switch allocation. For most of thesru
rate. we maintained a constant packet size of 128 Bytes, resulting
in a 8 flit packet size.

. ) Network workloads that accurately reflect the high tem-

A. Simulation Network Parameters poral and spatial traffic variance of many parallel numérica

The performance of E-RAPID is evaluated using YACSIMilgorithms usually employed by scientific applications are
and NETSIM discrete-event simulator [26] and is comparadost useful for evaluating the performance of HPC sys-
to various non-power/power aware, non-bandwidth/banttwidems. The power-performance of E-RAPID utilizing various
reconfigured network configurations. The performance of Eechniques such as NP-NB, NP-B, P-NB and P-B were
RAPID when compared to other competing electrical networlesaluated for several communication patterns including un
can be found elsewhere [10], [27]. We use cycle accurate-sinfarm, butterfly @,,—1,an—2, ...a1, ap communicates with
lations to evaluate the performance of E-RAPID. Packetewerty,a,,_2,...41,a,1), complementd,,_1,a,,_2, ...a1,a9 COM-
injected according to Bernoulli process based on the n&twanunicates with nod&,,—1,a,,—2, ---, a1, ag), and perfect shuf-
load for a given simulation run. The network load is variefle (a,,_1,a.,,_2, ...a1,a0 cOmmunicates with with node, -,

IV. PERFORMANCEEVALUATION
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an—3,..-0,a,—1) for network size of 64 nodes. Herg, 1, need reconfiguring are already saturating the links, tbeeef
an—o, ...a1, ag indicate the binary addresses of every nodécreasingR,, worsens the situation. However at low loads,
For example, with n = 6, node 5 (000101) will have the binathe number of packets saturating the network is less and
pattern asis = 0,a4 = 0,a3 = 0,a2 = 1,a; = 0 andag = 1. therefore the impact on latency is much lesser. For low load
While networks of varying sizes were modelled, due to spaoé 0.2, the power dissipation increases with increasitig
constraints, we describe the performance (throughpanést This is because as the network warms up, the demand for
and power) for a 64 node network. The 64-node E-RAPIEconfiguring at low loads may not exist, however at higher
configuration evaluated consists of 8 boards with 8 nodes pey,, the need to reconfigure grows faster. At high loads,
board (C =1, B=8and D = 8). the network is already experiencing saturating, therefore
Optical Network Modelling: In the calculations for a oxide all values of R,,, reconfiguration is necessary indicating an
based VCSEL [22], we considered a 50% duty cysle;, 0.5, almost equal power dissipation. Therefore, to balancewtoe t
threshold currenf;;, = 0.1 mA, series resistanc&®, = 250 constraints, we choosk,, of 1000 simulation cycles.
ohm, threshold voltageV;;, = 2V, efficiency = 0.3, andV;,,  Buffer Thresholds, By,in, Bmas: In order to determine the
= 0.38 V. For the driver we considere€),,; = 50pF, input optimum values of buffer thresholds, we consider two condi-
and output capacitance of minimum sized inverters, = tions as shown in Figure 6(a) and Figure 6(b). In Figure 6(a),
C,ut = 2 pF. For the receiver [25], we considered a minimumwe setB,,;,, = 0.1 andB,,,,, = 0.3. As the network warms up,
voltage swingAV, = 100mV, detector efficiency = 0.4 A/W, the bit rate is reduced and power savings is obtained. Haweve
amplifier gain A = 10, L = 0.254, u1,, = 1300em?/V — sec, by R,, = 4, the bit rate starts increasing as the buffer utilization
V. =20V, Cp = 0.05 pF andCy = 0.05 pF,I; = 100 nA, is greater thamB,,.... When the link operates at the peak rate
and CDR capacitanc€cpr = 9.26 pF. of 10 Gbps, the buffer utilization starts falling, as maximu
From the above parameters and solving equations frdrandwidth is provided to transmit packets. Once it fallbel
section 2.3.1, we estimated the various power dissipated f.i», the bit rates again scales down. This continues until
the link at the transmitter and the receiver. The link powéhe buffer utilization falls betwee,,;,, and By,,,. If the
is dominated by the receiver power consisting of the TIA ardifference betweeB,,,;;, = 0.1 andB,,.., = 0.2, is lower as
CDR where as the VCSEL and driver dissipate minimal poweshown in Figure 7(b), the bit rate will fluctuate more ofterdan
The receiver power can be further reduced by consideriaymany instances operate at peak bit rates. Therefore ® hav
other low impedance resistive circuits instead of the TIA larger range of stable operating points, we chaBsg, =
[25]. The total power dissipated at 10 Gbps is approximatelyl andB,,.. = 0.3. Increasing the difference betweBp,;,
535 mW. With the bit rate scaling from 10 Gbps to 5 Gbpand B;,..., Will prevent fluctuations, but the latency penalty
and the supply voltage scaling from 1.8 V to 0.9 V, thavill also increase.
power dissipation for a 5 Gbps link reduces to almost 108roughput, Latency, Power: Figures 7, 8 and 9 show the
mW, an 80% reduction in power savings. For the opticéfiroughput, latency and overall power consumption for 64
network, we considered 6 bit rates corresponding of 5, Bpdes for uniform, complement, perfect shuffle and butterfly
7, 8, 9 and 10 Gbps andly; scaling from 0.9 to 1.8 V traffic patterns. All traffic patterns selected are advétsadfic
giving us 6 different power levelf108.8mW, 163.7mW, patterns except uniform. From Figure 7, for uniform traffic,
232.5mW, 316.0mW, 417.0mW, 535.0njWThe CDR delay NP-NB (non-power aware non-bandwidth reconfigured) and
was estimated from [17], which was normalized to our netwofkP-B (non-power aware bandwidth reconfigured) shows iden-
clock cycle. In [17], the link was disabled for 12 networkical performance. Both P-NB (power aware non-bandwidth
clock cycles (for frequency scaling) after the bit rate siions  reconfigured) and P-B (power aware bandwidth reconfigured)
to give CDR to re-lock to the input data. In our networkshow a 4% decrease in throughput. This is mainly due to
simulation, after the control bit rate packet is transnittlhe the power awareness algorithm that attempts to regulate the
transmitter conservatively disables the link for 65 cycles power consumption which affects the throughput. For unifor
traffic pattern, all nodes are equally probable to commuaica
with every other node. This balances the load on all links,
thereby having no under-utilized links to reconfigure. The
Reconfiguration Window R,: In order to determine the worst case traffic pattern for E-RAPID is complement traffic,
optimum reconfiguration window sizé?,,, we performed where all nodes on a given source board communicate with
simulation by varying the window size from 500 simulatiora destination board. For a 64 node network, nodes 0, 1, 2
cycles to 4000 cycles. We evaluated the latency and norathliz.. 7 on board 0 communicates with node 63, 62, 61, ... 56
power dissipation for complement traffic pattern. Normediz on board 7. Therefore, the network is saturated even for low
power dissipation is calculated by averaging the varionissli load for E-RAPID architecture. As seen, NP-NB and P-NB,
operating at different bit rates and normalizing it to théhe network is saturated at very low loads. The throughput
maximum bit rate. The latency and power dissipation aremains the same for both NP-NB and P-NB. With reconfig-
evaluated for low (0.2) and medium (0.9) network loads iaration, all the remaining links can be provided to the gyste
Figures 5(a) and 5(b) respectively. At low load of 0.2, thboard, i.e. NP-B and P-B provide improved performance in
latency increases marginally witR,,, where as at high load terms of throughput. We achieve almost 500% improvement
of 0.5, the latency increases almost 8x for 4000 cycles @sthroughput by completely reconfiguring the network. For
compared to 500 cycles. At high loads, most packets tharfect shuffle and butterfly patterns, the improvement in

B. Results and Discussion
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Fig. 6. (a) Buffer utilization and bit rate comparisons fasr@plement traffic pattern with (@i = 0.1 andB,az = 0.3 and (b)B,,in = 0.1 andBmaax

throughput is 37% and 33%. In these communication patternsgduce power consumption by almost 40% using either P-
all nodes do not communicate with other boards. As theBH or P-B techniques. For complement traffic pattern, the
patterns have some component of local communication withower dissipated improves from 50% for low network loads
the board, the percentage of improvement is reduced. to 20% at high loads. At high loads, bandwidth re-allocation
From Figure 8, for uniform traffic, the network saturate§auses more links to be active, thereby consumes more power.
at 0.4 for NP-NB and NP-B where as the saturation poifthe sam is true for both perfect shuffle and butterfly patterns
is slightly shifted for P-NB and P-B to 0.37 due to powewhere the power dissipated in P-B technique is more than P-
awareness being implemented. There is no excess reconti§ technique due to bandwidth re-allocation. In E-RAPID
uration penalty for P-B and NP-B. This implies that LSrchitecture, power regulation and bandwidth re-all@cati
independently evaluates if reconfiguration is necessariy. | allows the network, not only to improve performance by re-
cannot reconfigure the network, it does not hinder the ogllocating idle links, but also to save power by bit rate and
going communication. For complement traffic, P-B and NP-Boltage scaling. NP-B allows only the bandwidth to be re-
techniques show superior saturation values of 0.5 as ofpog#ocated, and P-NB allows only power to be scaled. This
to P-NB and NP-NB, where the network is saturated fdtew P-B allows both, power as well as bandwidth to be
extremely low load of 0.1. The same is true for butterfly whickeconfigured leading to improved network performance.
saturates at 0.5 and perfect shuffle which saturates at BE2. Degree of Reconfiguration:Figure 10 shows the degree of
latency is marginally more for P-B technique because of powgconfiguration for complement and butterfly traffic in temfis
regulation being implemented. throughput for varying network loads of 0.1, 0.5 and 0.9. De-
From Figure 9, the normalized power dissipation for all thgree of reconfiguration indicates the number of links predid
traffic patterns are shown. For NP-NB and NP-B techniqudsy re-allocating. From Figure 10(a), at low loads of 0.1e th
the power dissipated is at the maximum as all links athBroughputis insensitive to the amount of available bauithwi
operational at the peak data transmission rate of 10 Gbpsé.medium (0.5) and high loads (0.9), the network is sensitiv
For uniform traffic, by applying power awareness, we cao the amount of bandwidth availability. For a network load



JOURNAL OF SELECTED TOPICS IN QUANTUM ELECTRONICS

Uniform Traffic - Throughput

50 1pp
- = NPB ﬁ;ﬁ
2 40 11-+NPNB
§ ~—PNB /
<30
3
2 /
o 20
3
o
£ 10 /
=
0 T T T T
0 0.2 0.4 0.6 0.8 1
Offered Traffic (as a fraction of network capacity)
Complement Traffic - Throughput
70 1+pg
60 {|"NPB

2 -+NPNB
3 50 |=<PNB

=40 /
£30 p
o

320 e

£ 10l

0 T T T T
0 0.2 0.4 0.6 0.8 1
Offered Traffic (as a fraction of network capacity)
Butterfly Traffic - Throughput
70 ~pB
~60 | NPB
w ™" |+npNB /
@ 50 4 -><PNB
e e
= 40 e h——t——k

2, -
Ewl

0

0 0.2 0.4 0.6 0.8 1
Offered Traffic (as a fraction of network capacity)

Perfect Shuffle - Throughput

v
o
)

—+-PB
-=-NPB
-+ NPNB
—~-PNB

B
o
L

/M
/z.';/-—*—*—'—'

w
o

N
o

Throughput (GBps)

[
=]

o

Offered Traffic (as a fraction of network capacity)

Fig. 7.

0 0.2 0.4 0.6 0.8 1

Latency (microsec)

Latency (microsec)

Latency (microsec)

0]

S

w

N

[

o

"]

»

w

N

[

o

w

S

w

N

[

o

Latency (microsec)

w

»

w

N

[

o

Uniform Traffic - Latency

/ --PB
NPB
|==-iJJ -+ NPNB
. . . —|><PNB
0 0.2 0.4 0.6 0.8 1
Offered Traffic (as a fraction of network capacity)
Complement Traffic - Latency
——PB
-=-NPB
—+NPNB
T T T —{><PNB
(] 0.2 0.4 0.6 0.8 1
Offered Traffic (as a fraction of network capacity)
Butterfly Traffic - Latency
/ ya 5
-=-NPB [
M‘ -+~ NPNB
T T T n7<PNB |4
0 0.2 0.4 0.6 0.8 1
Offered Traffic (as a fraction of network capacity)
Perfect Shuffle - Latency
/ / ——PB
-=-NPB ||
%} -+~ NPNB
~<PNB
L] 0.2 0.4 0.6 0.8 1

Offered Traffic (as a fraction of network capacity)

Complement, Butterfly and Perfect shuffle traffic patterns.

Average Power Dissipated per packet

Average Power Dissipated per packet Average Power Dissipated per packet

Average Power Dissipated per packet

il

10

Uniform Traffic - Power Dissipation
0.7

i

0.1 02 03 04 05 06 0.7 0.8 0.9
Offered Traffic (as a fraction of network capacity)

(mWatt)
o o ©
W o » @

o
N

Complement Traffic - Power Dissipation
0.7

il

Offered Traffic (as a fraction of network load)

(mWatt)
o o ©
W »

e
N

Butterfly Traffic - Power Dissipation

0.7

0.6

0.5
S04
=)
5 =NPNB
£ 03 uPNB
E

e
N

-

il

0.
01 02 03 04 05 06 0.7 0.8 0.9
Offered Traffic (as a fraction of network load)

Perfect Shuffle - Power Dissipation

= NPNB
=PNB

01 02 03 04 05 06 0.7 0.8 0.9
Offered Traffic (as a fraction of network load)

Throughput, Latency and Power Dissipation for a 6den&-RAPID configuration implementing NP-NB, NP-B, P-NB aReB for Uniform,



JOURNAL OF SELECTED TOPICS IN QUANTUM ELECTRONICS

of 0.9, at N = 4, the improvement in throughput as comparef]
to N = 2, is 27% where as at N = 8 as compared to N =

4, the improvement in throughput is almost 47%. Thereforgg

allocating more links is advantageous for complement traffi
as all nodes use the same link for communication. From Figure
10(b), for butterfly traffic, the improvement in throughput a
high loads (0.9) is lower. At N = 4, the improvement over N[9]
= 2, is 5% and the improvement at N = 8 as compared to N

= 4, is 16%. For butterfly traffic pattern, allocating the emti

bandwidth does not improve throughput significantly. These

results show that based on the traffic patterns, link rezation

[20]

can be optimized such that the performance is improved at

much lower power.

V. CONCLUSION

(11]

In this paper, we combined dynamic bandwidth re-allocatigre]
(DBR) techniques with dynamic power management (DPM)
techniques and proposed a combined technique called Lock-
Step (LS) for improving the performance of the opto-elegico [13]
interconnect, while consuming substantial less power. We
implemented LS on our proposed opto-electronic E-RAPID E
chitecture and compared the performance of non-power/powe
aware and non-bandwidth/bandwidth reconfigured networks.
Our proposed LS technique implemented the power-bandwiéjt

(P-B) reconfiguration technique and achieved similar thieu

put and latency performance as a fully bandwidth reconfigure

network while consuming almost 50% to 25% lesser powé%.e]
More power levels and corresponding bit rates can further
improve the performance as power scaling can follow the
traffic pattern more accurately. The dynamic bandwidth ']

allocation techniques proposed in this paper provides tetep
flexibility to re-allocate all system bandwidth for a given

board. Cost-effective design alternatives that providatéd

flexibility for reconfigurability may reduce performanceytb

(18]

lower the cost of the network. In the future, we will evaluaté®l
multiple power scaling techniques along with limited band-

width reconfigurability for improving the system perforncan

reducing the power consumption and reducing the overatl cdl
of the architecture. In addition, we will also evaluate the

performance of DBR and DPM on HPC benchmarks.
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