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Abstract

Hierarchical optical interconnection networks have the
potential of solving the communication bottleneck that has
evolved in parallel processing systems due big increases
in processor speeds. Hierarchical Optical Ring Intercon-
nection Network (HORN) [12] is one network architecture
that was proposed to provide scalability to a larger num-
ber of processing nodes (PNs) with low latency and high
bandwidth. In HORN PNs are arranged in rings and those
rings are grouped together hierarchically in higher level
rings. While collisions of data from multiple sources in hi-
erarchical networks like HORN are reduced by separating
nodes spatially and by wavelength, they can’t be prevented
completely and a media access (MAC) protocols must be
used to that end. An in depth analysis of five collision-
free, single hop protocols is performed in terms of aver-
age delay and system throughput. The protocols analyzed
are: time division multiple access (TDMA) [13, 14], TDMA
with arbitration [12, 13, 14], FatMAC [6], DMON [15],
and token hierarchical optical ring network (THORN). The
first four protocols are documented in the literature but the
fifth, THORN, was developed expressly for HORN. While all
the protocols support the scalability objectives of HORN,
THORN is shown to have the lowest delay and a throughput
comparable to the other four protocols.

1. Introduction

The application of optical fibers to interconnection net-
works (INs) in parallel processing systems offers the po-
tential to transmit on many wavelengths simultaneously
thereby multiplying the number of available data paths.
While current optical fiber technology permits simultane-
ous insertion onto a single fiber of about 20 wavelengths
[1, 4], arranging networks hierarchically further increases
the number of channels that can operate simultaneously by
reusing these same 20 wavelengths over and over in por-

tions of a network that are separated spatially [3, 16]. This
approach is also supported by conclusions by Bell [2], Dan-
damudi [5] and Goodman [7] that PNs engage in data trans-
fers more frequently with nearby neighbors than with more
distant ones.

HORN is a hierarchical optical IN we presented previ-
ously [12], that uses a ring of rings topology. Processing
nodes (PNs) are connected by optical fibers in rings of up
to 20 PNs and these first level rings are interconnected at
routing nodes to form rings of local rings. This process is
repeated recursively to form higher levels in the hierarchy
as many times as necessary to meet the wavelength limita-
tion for the desired number of PNs. A simple example of
HORN is shown in Figure 1 in which 234 PNs are con-
nected in a three layer hierarchy. The main objective is to
obtain a network that is scalable with low delay and high
throughput for data transmissions.

Wavelength division multiple access (WDMA) is also
used in HORN to separate nodes or subrings on the same
ring by wavelength. At the first level each node is assigned
a unique wavelength for reception; a source selects a des-
tination by transmitting on the wavelength assigned to the
destination. At the higher levels a wavelength is uniquely
assigned to eachring of PNs, or ring of rings of PNs, de-
pending on the level at which communication occurs. At
these higher levels special routing nodes are used to route
messages optically.

Although WDMA provides multiple data paths, thereby
reducing communication contentions, they can’t be pre-
vented completely in HORN without some method to regu-
late access to each channel. A MAC protocol is necessary
to prevent two sources from attempting to transmit to the
same destination simultaneously.

Two classes of MAC protocols were deemed unaccept-
able for HORN. Most MAC protocols in use today are
multi-hop in nature since some processing of each packet
must be performed at each intermediate node to determine
where the packet should be routed next [9]. HORN, by
its very nature, is a single hop architecture; messages are
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Figure 1. Sample HORN interconnection net-
work showing wavelength assignment.

sent from source to destination without any intermediate
electronic processing. Therefore multi-hop MAC protocols
are unacceptable for HORN. Many protocols today also al-
low collisions to occur, requiring some collision detection
mechanism and retransmission when collisions occur. Since
we are attempting to maximize throughput, i. e. maximize
the number of successful data transmissions, collision based
MAC protocols are also unacceptable in HORN.

Four collision-free, single hop protocols presented in the
literature [6, 12, 13, 14, 15] were selected for in depth analy-
sis in terms of delay, throughput and node complexity. They
are time division multiple access (TDMA), TDMA with
arbitration, FatMAC and DMON. An additional protocol,
called Token Hierarchical Optical Ring Network (THORN),
is presented for the first time in this paper and is also ana-
lyzed against the same parameters.

2. Protocol Descriptions

2.1. TDMA

Under TDMA each cycle is divided into time slots and
each node is assigned a slot, in turn, during which it has ex-
clusive access to a channel for transmission. This process
is repeated for every channel at all levels of the hierarchy
in HORN. The length of a TDMA cycle is therefore deter-

mined by the length of each slot and by the number of slots
needed, i.e. the number of nodes that need access to the
channel, which varies under HORN according to the level
in the hierarchy. If there areNi nodes at leveli in the hi-
erarchy then cycle length isNi � TD whereTD is the data
packet length in seconds of transmission time. The length
of a time slot is a design issue and is primarily determined
by the average message length. Figure 2 shows a typical
channel and slot assignment for HORN using TDMA.
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Figure 2. Typical TDMA slot assignment for a
structure with 4 nodes.

2.2. TDMA with Arbitration

TDMA with arbitration is a variation on TDMA in which
there are fewer time slots assigned to a level than there are
nodes contending for access, requiring reservation or ar-
bitration of the available slots. This has the potential ad-
vantage of greatly reducing the number of empty data slots
when compared with pure TDMA.

2.3. FatMAC

FatMAC [6] is also a reservation or arbitration protocol
but it is more sophisticated than TDMA/arbitration. Data
slot reservation is broadcast optically in the first time slot,
called the control slot, on each data channel. FatMAC uses
a different approach than TDMA or TDMA/arbitration in
assigning nodes and channels, channel assignment isdy-
namicwith respect to destination nodes and sources reserve
the first available slot on any channel in use at the level of
transmission. This means that one slot is reserved on ev-
ery channel before a second slot is reserved on any channel
and that cycle lengths can vary by no more than one packet
length between channels on the same ring.

2.4. DMON

DMON is a token based protocol presented by Pinkston
[15] and is probably the most complicated protocol to be as-
sessed here in terms of the hardware required at each node



but it’s a relatively simple protocol algorithmically. Any
node may transmit on a data channel once it has reserved ac-
cess on the control channel, but access to the control chan-
nel is controlled by a token on a dedicated channel. The
same token also controls access to a dedicated broadcast
channel, so a node may broadcast or transmit a reservation
request each time it acquires the token, but not both. The
procedure a node follows to transmit a data or broadcast
packet is as follows: 1) node acquires token, 2) node trans-
mits slot reservation on the control channel, 3) node releases
token, and 4) node transmits data on the reserved channel
(see Figure 3).
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Figure 3. Timing diagram for DMON, only
three data channels shown.

2.5. THORN

In this paper we propose a new protocol called Token
Hierarchical Optical Ring Network (THORN) that is a vari-
ation of the token ring and DMON protocols. There is
one dedicated token channel for each level of the hierar-
chy which is shared by all nodes at that level and the tokens
for each of the data channels circulate on this channel as a
packet. In order to allow a node to hold a channel (token)
for multiple cycles, the token packet has a busy field and
a request field. A token is acquired when a node discovers
that the appropriate busy bit is clear and sets it. Once a node
acquires a token it can hold the token and the correspond-
ing channel until another node requests them by setting the
appropriate request bit. The procedure a node follows to
transmit a data packet is as follows: 1) node acquires the
necessary token on the token channel, if the token can’t
be acquired immediately it is requested by setting the core-
sponding request bit, 2) Node transmits on the channel for
which the token was acquired, and 3) node releases the to-
ken. Figure 4 shows a sample timing diagram for THORN.
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Figure 4. Sample timing diagram for THORN.
Request bit usage is not shown.

3. Average Delay

3.1. TDMA

Average delay is defined as the expected delay in trans-
mitting a message from any source node to any destina-
tion node, and includes data packet transmission time, time
packet must wait in the output queue, and end-to-end trans-
mission time of the network. For TDMA it will also include
the time a node must wait for its dedicated slot to material-
ize on the channel. Spragins [17] gives an expression for
average delay in a TDMA system:

D =
X

R
+
NX

2R
+
NX

2R

�

1� �
+ � (1)

WhereX is the packet length in bits,R is the transmission
rate in bits per second,� is the end-to-end transmission time
for the system, and� is the ratio of the average arrival rate,

, to the average service rate,�. The quantityXR is the
length of time it takes to transmit a data packet ofX bits at
R bits per second.TD is used for this quantity hereafter.

It can be shown for realistic numbers in HORN that� is
much less thanTD, so it’s dropped from this Equation (1).
In a network of 1000 contiguous nodes spaced 1 meter apart
� is on the order of5�sec while even a small data packet of
100 kbits transmitted at 100 Mbits/sec has a transmission
time (TD) of 1 msec.

N is the number of slots in the cycle and for TDMA is
the same as the number of nodes. In a hierarchical system
the value to use forN will vary because communication is
taking place simultaneously in many locations that require
different numbers of slots, based on the level at which com-
munication takes place, and we need to account for that in
Equation (1). If we define communication locality,`, as
the number of data packets sent at leveli versus the total



number of data packets to be sent at higher levels in the hi-
erarchy then the effective value forN for a system withr
levels is:

Neff � Effective (average) number of TDMA slots

= `

r�1X
i=1

ni(1� `)i�1 + nr(1� `)r�1 (2)

With this we can calculate the average expected delay for
TDMA in HORN:

D<TDMA> = TD

�
1 +

Neff

2
+

�Neff

2(1� �)

�
(3)

The first term in Equation (3) represents the length of time
it takes to transmit to data packet, the second term is the
average delay due to waiting for the assigned time slot to
materialize, and the last term is the queuing delay.

3.2. TDMA With Arbitration

Average access delay for TDMA/arbitration will be the
same as for TDMA except that the effective number of
nodes will be much lower since there are fewer slots than
nodes competing for them and there will be a term to ac-
count for the delay due to arbitration:

D<TDMA=arb> = TD + Tqueue +
1

2
Tchannel (4)

The first two terms appear in the delay equation for pure
TDMA. The last term,1

2
Tchannel, includes both the delay

due to waiting for the assigned slot to materialize and the
delay due to arbitration for the channel.Tchannel can then
be expressed as:

Tchannel = NTD +Nt� (5)

As stated previously, the number of slots,N , will be much
less than for pure TDMA. If there is one slot for everyk2
nodes thenN becomesNeff

k2
. The second term,Nt�, is the

arbitration time needed per node in a structure multiplied by
the number of nodes to reflect the fact that as more nodes
are added to a ring, more arbitration time will be needed;
This will be a direct function of the number of nodes in the
structure versus the number of slots available, but is also
affected by other parameters such as processor speed. If we
equateTD to t� by a constant,k1, we obtain:

Tchannel = NTD(1 + k1) (6)

Combining Equations (4) and (5) and substitutingNeff

k2
in

for N as noted above yields:

D<TDMA=arb> = TD

�
1 +

Neff�

2k2(1� �)

�

+TD

�
Neff (1� k1)

2k2

�
(7)

Note that this reverts to Equation (3), the average delay in a
pure TDMA system, when there is exactly one slot per cycle
for every node in the structure (k2 = 1) and no arbitration
(k1 = 0).

3.3. FatMAC

Average delay for FatMAC is the sum of data packet
transmission time, queue wait time and average time until
the next control slot, since a data packet may arrive at the
output buffer at any time in the cycle:

D<FatMAC> = TD +

�
TC + CTD

2

�

+

�
TC + CTD

2

�

1� �

�
(8)

WhereC is average cycle length in number of packets and is
determined by the average arrival rate, the number of chan-
nels available and the number of nodes with messages to
send.C can therefore be rather difficult to calculate since
it changes dynamically under FatMAC.C is a ceiling func-
tion in that cycle length will increase by one for every�i
messages to be transmitted in a cycle, where�i is the num-
ber of channels available to a structure at leveli. If �i is
held constant at some value,�0, for every layer and every
structure at each layer thenC is given by:

C =

�

Neff

�0

�
(9)

The length of the control packet,TC , is determined by the
design and can be referenced to the data packet length:

TD = LTC (10)

Substituting this into Equation (8) gives an expression for
the average expected delay under FatMAC in terms of the
data packet length:

D<FatMAC> = TD

�
1 +

(1 + CL)

2L(1� �)

�
(11)

3.4. DMON

An equation for average delay for a token based or polled
protocol is given by Spragins [17]. The delay to acquire the
token and transmit a control or broadcast packet is given by:

Dc =
Y

R
+ � +

t0(1� �
M )

2(1� �)
+

�

2(1� �)

Y

R
(12)

Where� is the average node to node transmission delay,M

is the number of nodes and is equal toNeff for HORN,Y
is the length of the control packet in bits, andt0 is the ring



delay, that is the delay due to handling the token or polling
all the nodes. The quantityYR in this case is the length of
the control packet in seconds, to which we previously as-
signed the variableTC . We can again relateTC andTD by
Equation (10). As assumed previously,� is usually much
smaller than the other terms and can be ignored. The ring
delay as given by Spragins is:

t0 = �Neff +
B

R
Neff (13)

WhereB is the bit delay per node andR is the transmission
rate in bits per second. The first term here�Neff here is
dropped andBR can be related toTD by a constant since
the bit delay in a network should be relatively constant and
much less thanTD to keep overhead low:

t0 = NeffkTD (14)

The constantk should be small, substantially less than one
since it will be a design issue to keep the ring delay much
lower than the data packet transmission time to minimize
overhead. The effective number of system nodes,Neff ,
is retained in this equation to reflect that fact that the ring
delay will be a function of the number of system nodes and
how those nodes are arranged.

However, Equation (12) only accounts for the delay to
send the control packet or to broadcast a message. For point
to point transmissions there will be additional term to ac-
count for the delay to send the data packet comprised of the
queuing delay and the data packet transmission time. Note
that the delay due to waiting for a time slot to material-
ize is absent since this is not time slotted protocol; once a
node has captured the token it has exclusive access to the
channel. The queuing delay in this case will be for a sys-
tem with arbitrary or random arrival time and fixed service
times [8, 10, 11]. This queuing delay and data transmission
delay is given by:

Dd =
�2

2
(1� �)
+ TD

=

�
�

2(1� �)
+ 1

�
TD (15)

So for HORN, the average delay for DMON is given by:

D<DMON> = Dc +Dd

=
TD(2� �)

2(1� �)

�
1 +

1

L

�

+
TDk

2(1� �)
(Neff � �) (16)

3.5. THORN

The expression given by Spragins (Equation (12) above)
also applies here but the token is referenced to the data
channel rather than the control channel:

D<THORN> =
X

R
+ � +

t0(1� �
M )

2(1� �)

+
�

2(1� �)

X

R
(17)

The variableX has replaced theY in the previous form
of this equation because it now represents the length of the
data packet in bits. ConsequentlyXR represents the data
packet transmission time, which we previously defined as
TD. As with DMON, � is dropped because it is much
smaller than the other terms and the ring delay is given by:

t0 = NeffkTD (18)

Communication locality still determines the effective num-
ber of nodes participating at a given level so the effective
number of nodes in the system with data to transmit is given
by Equation (2). We can therefore substituteNeff into
Equation (17) forM . Making these substitutions and equat-
ing t0 to TD by Equation (14) yields:

D<THORN> =
TD(2� �)

2(1� �)

+
TDk

2(1� �)
(Neff � �) (19)

3.6. Summary of Average Delay Analysis

The average delay for the five protocols analyzed is
graphed in Figure 5 as a function of the offered load and in
Figure 6 as a function of the number of nodes for a system
with data packet length of 1 millisecond. In Figure 5 the
number of nodes is 1000; in Figure 6 the offered load is 0.5.
Delays for THORN and DMON are nearly identical and are
about ten times better than the nearest competitor, FatMAC.
In contrast, the delay for TDMA is about 100 times longer
than for THORN or DMON.

4. System Throughput

System throughput is generally accepted as a valuable
metric for interconnection networks, yet few authors at-
tempt to quantify it since it’s affected by many factors that
are difficult to fix except in very specific systems [3]. It is
therefore with no small amount of trepidation that we at-
tempt to assess these protocols in terms of system through-
put. We are considering specific protocols on a specific type



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
10

0

10
1

10
2

10
3

10
4

10
5

Arrival rate/Service Rate

Av
er

ag
e 

De
la

y 
(m

se
c)

TDMA        
TDMA/arb    
DMON & THORN
FatMAC      

Figure 5. Delay as a function of the offered
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Figure 6. Delay as a function of the number of
nodes for a hierarchy with three layers and a
1 msec data packet length ( TD).

of network and therefore can fix enough parameters to make
the analysis valid and meaningful.

Using Equation (2) for the effective number of nodes in
our system gives an expected throughput rate per channel:

S = 
Neff (20)

For each of the protocols considered the average service rate
is the inverse of the cycle length as only one message can
be transmitted by each node in a cycle. Therefore we can
quantify the system throughput in a way that is meaningful
and will allow comparisons between the protocols by fixing
the cycle lengths.

4.1. TDMA

The cycle length for TDMA is a simple term, each chan-
nel hasni slots of lengthTD in each cycle. We can again

apply Equation (2) to give the effective number of slots
across the entire system. Throughput for each channel un-
der TDMA can therefore be expressed as:

S<TDMA> = 
Neff

= ��Neff

=
�Neff

NeffTD

=
�

TD
(21)

This result says that the maximum channel throughput for
TDMA is 1 packet for every period of time equal to the
packet length in seconds, a result which should be apparent
at least intuitively.

Maximum system throughput will be the maximum
value possible for Equation (21) multiplied by the effective
number of channels in the system. Channel throughput is
maximum when� is its maximum value of one. LikeNeff ,
the effective number of channels in a system (�eff ) is de-
termined by the communication locality of the system but
is also determined by the number of channels available at
each level. In HORN there is one channel assigned to each
subring on a ring at any given level such that there aren

channels at the highest level,n2 channels at the next level
down,n3 at the third level down, and in general there are
nr+1�i channels at leveli wherei = 1 for the local level
and i = r for the highest level in a hierarchy ofr levels.
The channels at leveli are used some percentage of the time
based oǹ , the communication locality. If communication
were 100% local (̀ = 1) then�eff would be equal tonr

because all communication would take place on the local
rings. Conversely, if communication were 0% local, that
is all communication occurring at the highest level of the
hierarchy, then�eff would be equal ton. Stated formally:

�eff = `

rX
i�2

ni(1� `)r=i + n(1� `)r�1 (22)

System throughput for HORN under TDMA is therefore
given by:

S<TDMA>
T =

�

TD
�eff (23)

4.2. TDMA with Arbitration

System throughput for TDMA/arbitration is also sim-
ilar to pure TDMA with the added overhead due to ar-
bitration but a reduced cycle length. Cycle length for
TDMA/arbitration isNeff

k2
(1+k1)TD which comes directly

from the average delay equation. The constantk2 is the ra-
tio of the number of slots in pure TDMA to the number



of slots in TDMA/arbitration and the constantk1 is the ra-
tio of the arbitration time per node requesting access to the
data packet length in seconds. The throughput per channel
under TDMA/arbitration is therefore given by:

S<TDMA=arb> =
Neff

k2



=

Neff

k2
�

Neff

k2
TD(1 + k1)

=
�

TD(1 + k1)
(24)

The number of channels and the communication locality are
unchanged for TDMA/arbitration so the system throughput
is given by Equation (24) multiplied by�eff :

S
<TDMA=arb>
T =

��eff
TD(1 + k1)

(25)

4.3. FatMAC

Channel throughput for FatMAC will also be a function
of C as derived in Equation (9). Cycle length under Fat-
MAC is one control packet plusC data packets in length.
Average channel throughput under FatMAC will therefore
be:

S<FatMAC> =
�Neff

TC + CTD

=
�Neff

( 1L + C)TD
(26)

Although the effective number of channels under FatMAC
is the same as under the other protocols considered so far,
FatMAC doesn’t use them the same way; channels at a
given level aren’t used independently of one another. The
number of channels operating simultaneously in the system
is reduced by�0 over the other protocols as FatMAC fills
the first slot in each channel before it lengthens the cycle.
For this reason the throughput per channel is multiplied by
�eff and divided by�0 to obtain the system throughput:

S<FatMAC>
T =

�eff
�0

�Neff

( 1L + C)TD
(27)

4.4. DMON

Unlike the other protocols considered so far, DMON re-
quires a control packet transmission for every data packet
transmission which in turn requires acquiring the token for
every data packet transmission. The cycle length therefore

is TC + TD + t0, wheret0 is given by (14). When the av-
erage number of nodes transmitting isM then the channel
throughput is given by:

S<DMON> =
M�

M(TC + TD + t0)

=
�

( 1L + 1 + kNeff )TD
(28)

This yields a system throughput given by:

S<DMON>
T =

��eff

( 1L + 1 + k)TD
(29)

4.5. THORN

As with the other protocols the channel throughput for
THORN is equal to the average arrival rate per node mul-
tiplied by the effective number of nodes. Cycle lengths
and service rates vary under THORN. When a node must
acquire the token before transmitting the cycle length is
TD+t

0; but when streaming can occur, that is when no other
node needs the channel, then the cycle length goes down to
just TD. Under heavier loads the former cycle length will
predominate and the channel throughput when an average
of M nodes are using the channel will be given by:

S<THORN> =
M�

M(TD + t0)

=
�

(1 + kNeff )TD
(30)

This yields a system throughput given by:

S<THORN>T =
��eff

(1 + kNeff )TD
(31)

4.6. Summary of System Throughput

System throughput for the five protocols is graphed in
Figure 7 as a function of the offered load and in Figure 8
as a function of the number of system nodes for a three level
system with a data packet length of 1 millisecond. Locality
(`) for both figures is 0.5 for each level. Throughput for
FatMAC is very nearly constant for all loads since the cycle
length will vary with the offered load and there are very few
empty slots. System throughput for DMON and THORN
were expected to be much higher, but these results indicate
that the ring delay has a significant impact on throughput
and consequently must be held much lower than expected.

5. Conclusions

TDMA, TDMA/arbitration, FatMAC, DMON and
THORN were analyzed in terms of delay and system
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throughput. Clearly THORN and DMON are the preferred
protocols with respect to average delay, outperforming Fat-
MAC by a factor of about ten at loads above about 0.5 and
outperforming the TDMA based protocols by a factor of
about 100 at all offered loads. In terms of throughput, most
of the protocols performed about the same but FatMAC was
shown to be the best at low offered loads due to the variable
cycle length. For loads above about 0.5 this advantage was
reduced to only about twice the system throughput of the
other protocols.

HORN is scalable under any of the protocols analyzed
as can be seen from Figures 6 and 8. Delay and throughput
both increase linearly or very nearly linearly for all proto-
cols as the number of PNs is increased. THORN was se-
lected for use in HORN based on the above considerations.
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