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PROPEL: Power and Area-Efficient Nanophotonic
On-Chip Interconnect Architecture for Multicores
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Abstract—With technology scaling, growing wire delays and signal integrity at high frequencies, lower signal attdiara
excess power dissipation of current metallic interconnest are  and lower power requirements at high bit rates; making it a
predicted to significantly limit the performance of Network- ¢, tion of choice for long distance communication (LANS,

on-Chips (NoCs) architectures. Recent research has focusen .
developing alternate solutions to current metallic interonnects. WANS) and even short distances such as board-to-board and

One potential solution is silicon photonics because of itsigher ~Chip-to-chip communication [5], [6], [7]. However, the et
bandwidth, reduced power dissipation, increased wiring shpli- surge in photonic components and devices such as silicon-on
fication and its compatibility with (complementary-metal-oxide insulator (SOI) based micro-ring resonators compatiblth wi
semiconductor) CMOS processing. In this paper, we propose .o mplementary-metal-oxide semiconductor (CMOS) technol

PROPEL, a balanced power and area-efficient on-chip photorci . . .
interconnect for future multicores. PROPEL overcomes two O9Y that offers extraordinary performance in terms of dgnsi

fundamental issues facing NoCs architectures, namely powe (Small footprint ¢ 124m)), power efficiency £ 0.1mW) [21]
dissipation and area overhead, by a combination of multipleing and high bandwidth~ 18 Gbps/channel) [8] characteristics

techniques (wavelength and space) and by exploiting the rent  are generating interest for even on-chip interconnect§19],
advances silicon photonics design space. Our results indie [11], [12], [13], [14], [15].

that PROPEL is power, cost and area-efficient network when In thi PROPEL hi h
compared to the proposed on-chip optical topologies. Moraer, n this paper, we propose - an on-chip nanopho-

simulation results on synthetic traffic indicate that PROPEL  tonic interconnect architecture that addresses the poner a
outperforms both electrical and optical topologies for inchip bandwidth demands of future multicores with acceptable op-

interconnects in terms of throughput and power. tical hardware complexity. PROPEL uses optical intercatsie
for long distance inter-router communication and eleatric
. INTRODUCTION switching within the routers. This reduces the power dissi-

HE performance of future chip multiprocessors (CMpgation on long inter-router links while electrical switnli
is expected to exponentially grow with technology scaRrovides flow control to prevent buffer overflow. We leverage

ing allowing more processing cores to fit within the samedsiz&@nophotonic components/devices and exploit optical grop

die. However, the increased wire delay problem combindi§S Such as wavelength division multiplexing (WDM), space
with excess power dissipation in the sub-nanometer regifi¥ision multiplexing (SDM) and wavelength reuse to reduce
are expected to become fundamental bottlenecks for inedeaBOWer dissipation, increase the bandwidth density andaedu
performance [1]. This has changed the design of on-chipswir@'€@ requirements in an efficient manner. Moreover, we ptese
which have moved from high-speed serial point-to-point ad-detailed optical implementation that includes power aed a
hoc wiring to more modular and regular network-on-chip&Stimates and performance modeling using network sinoulati

(NoCs) paradigm [2]. Recent research has shown that ia synthetic traffic traces. Our results for 64 cores indithée
power consumption is a major issue facing NoCs [3], [4]. witfP!lowing: (1) PROPEL reduces the power consumption by

technology scaling, increased repeater power combined w0% When compared to proposed on-chip electrical networks,
leakage power will further contribute to the increase in pow(2) PROPEL 'f comparable and improves performance by
dissipation. Moreover, electrical interconnect signglprob- More than 10% when compared to on-chip electrical and

lems, electromagnetic interference (EMI), crosstalk, elodk photonic network_s with similar bi_section bandwidths, and
skew will cumulatively limit the performance and scalatyili (3) PROPEL requires the least optical hardware (modulators
of electrical interconnects [5], [6], [7]. photodetectors, waveguides) and has the lowest area aerhe

One potential solution is to use optical technology t8S compared to proposed on-chip photonic networks. .
overcome the wire delay problem and power issues. OpticafAlthough there has been considerable work in off-chip
interconnects offer several well known advantages such @fical interconnects, only few on-chip optical solutidrave
higher spatial and temporal bandwidths, lower cross-tatk jbeen proposed thus far. Collet et.al. [17] have concludet th

dependent of data rates, higher interconnect densitigterbefOr technology nodes ranging from O/ to 0.05 pm, on-
chip lasers will consume the bulk of the power, hindering
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A. Intra-Tile Interconnect
Ay Ais Ay

Tile Tile Tile Tile

off-Chip _T00 _ T 20 TE0) Each tile consists of a set of modulators (transmitters)
Souce (e le 1T 1 edirection and a set of photodetectors (receivers) for bathand y
—’:T‘,,L'--ﬁ'::_——————— directions. With a shared-L2 cache for the four cores, we
L | will need a 7 x 7 crossbar switch for 64 cores; three for
x-direction, three for y-direction and one for the sharet-L
With a private-L2 cache, the crossbar size increases te 10
10 crossbar. Research has shown that high-radix routefd cou
monotonically reduce the overall cost of network (power,
area and latency) [16]. In addition, these crossbar ancebuff
elements are designed in lower metal layers leading to lower
| I | power and area overhead with technology scaling. The packet
consisting of several flits, undergoes the usual routerestag
I I ] ] of RC (routing computation), VC (virtual channel) alloaati
Fig. 1. Proposed layout of PROPEL architecture for 64 tilehiecture. SA (Switch allocation) and ST (switch traversal). We allow
Four tiles are combined into a super-tile. flit interleaving in the electrical domain (intra-tile) apacket
interleaving in the optical domain to reduce the conten¢ind
processing overhead at the receiver as the optical link rate
for intra-chip processor-LZ cache interconnect for 64 soré&ay not match the electrical router data rate. Flow control
grouped into 4 sets. However, this design cannot be Scaﬁgnaling is tied to paCket flows and not individual flits. $hi
and bus contention will increase with more cores unless mdgdluires additional buffering at the transmitter and nezei
bandwidth (wavelengths) can be incorporated. Batten.et.BPrts to hold entire packets and to overcome round-triprobnt
[10] have proposed a DRAM-processor interconnect using 8Aw information. We use on/off signaling implemented using
opto-electronic global crossbar with electronic arbitnatand ~electrical interconnects based on receiver buffer thriessho
photonic switching devices using double ring resonatos.eM
recently, CORONA, a 3D-stacked, 256-core, on-chip fullg |nter-Tile Interconnect
connected optical crossbar with token based optical atkot
has been proposed [11]. This design scale©a&?) which
increases the cost and complexity of the network.
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We adopt dimension-order routing (DOR) for inter tile
communication. The traffic first flows in the x-direction to
an intermediate tile and then flows in the y-direction to reac
the destination. We explain the routing in a single dimemsio
(x) involving four tiles and similar design can be extended t

Il. PROPEL: ARCHITECTURE ANDIMPLEMENTATION y-dimension. Figure 2 shows tiles 0 to 3 arranged along the

x-direction. Every tile modulates the same wavelength ato

In this section, we describe the proposed architecture -PRffferent waveguide. Each destination tile is associatétth w
PEL and its routing and wavelength assignment (RWA). W& waveguide called as th@ome channel. For example, tile
choose 22nm technology node for our work as prior researttD,0) has four modulators (ring resonators), all of which
has shown that optics becomes advantageous at this feaargeresonant with the wavelengily. Three )\, transmissions
size [9], [10], [11], [12], [13], [14], [15]. In PROPEL, we from tile T(0,0) are used to communicate with the other
combine optical transceivers and electronic switcheshass three tiles T(1,0), T(2,0) and T(3,0) on their home channel
in Figure 1. The proposed off-chip broadband light sourde wivaveguides. The fourth resonant wavelength will be used to
generatdVy wavelengthsA = Mg, A1, A2, A3, ..Aw,y—1. By communicate with the memory bank. As shown in Figure 2,
transmitting the continuous off-chip carrier signal in lbot the home channel for tile T(0,0) consists of four wavelergth
and y-directions simultaneously, we modulate the signals & = Ay + A\; + Ao + A3 transmitted by tile T(0,0), T(1,0),
the optical transmitters. Figure 1 shows 4 cores and a shaiig@,0) and T(3,0) respectively. The wavelength selectiter§

L2 cache combined together to formtdée. This grouping located at tile T(0,0) will demultiplex all the wavelengths
reduces the cost of the interconnect as every core does extept for\y which originates from itself and is intended for
require lasers attached and more importantly, facilitideal the memory. Similarly, the wavelengthk; from tile T(0,0),
communication through cheaper electronic switching. €hek; from tile T(1,0), A\ from tile T(2,0) and )3 from tile

are a total of M tiles in the x-direction and N tiles in theT(3,0) are combined and these are used to access the memory
y-direction, for a total of 4x M x N cores. Each tile is banks. These are also the same wavelength at which the above
represented by'(m,n) where 0< m < M-1 and 0< n < tiles will receive data from the memory module. Our goal
N-1. With M = N = 4, PROPEL can be designed for 64 cores to provide a scalable bandwidth to the memory similar to
and with M = N = 8, PROPEL can be designed for 256 coremter tile communication. While we propose to access offsch
Each tile consists of dual-set (x and y) photonic transeeivanemory using photonic network, these functionalities have
and an electronic switch. It takes a maximum of 2 hops to fget to be implemented in our simulations. Similar waveléngt
any tile to communicate with other tile in the network. Thisssignment is replicated even in the y-direction for itiler-

is a significant advantage over many electrical networks. communication.
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channels. Similarly, Tiles 1, 2 and 3 will use wavelengths
A6-31, A32_47 and A\g3_g3 t0 communicate with other tiles
Tile T(0,0) Tile T(1,0) Tile T(2,0) Tile T(3,0) respectively. Tile O will use wavelengths_15, tile 1 will
' : useig_31, tile 2 will use A32_47 and tile 3 will uselsz_g3
E_. i to communicate with memory. Therefore, the wavelengths
i i
1 1

associated with a tile (For example, Tile 0 is associateth wit
g —— Ao—15, Tile 1 is associated with\;5_31) are modulated at
the transmitter, however they are not detected at the tile's
receiver. All the home channel waveguides are combined and
the multiplexed signal is transmitted to the memory banks
ot camiirl YU P where the individual signals are detected by the correspgnd

to DRAM

- memory banks.
Ao Ay thy t A+

II1. SiLicoON NANOPHOTONICDEVICES AND
COMPONENTS

' . _ In this section, we briefly describe the silicon nanophatoni
Eg'xzaimzﬁiéﬂetmg and wavelength assignment proposed RIOFEL for interconnects and components required to design PROPEL.
Nanophotonic interconnect will require (i) lasers to geer
the carrier signal, (i) modulators and drivers to encode th
The RWA algorithm designed for inter tile communicatiorata, (iii) medium (waveguides, fibers, free space) for sig-
involves selective merging of same wavelengths from sourpal propagation, (iv) photodetectors to detect light anyl (v
tiles into separate home channels for destination tileis @& back-end signal processing (transimpedance amplifieis)(TI
sign maximizes the bandwidth via WDM and re-uses the sameltage amplifiers, clock and data recovery) to recover the
wavelengths on different waveguides via SDM. The electroniransmitted bit.
switching performs localized arbitration for the outputiogl Transmitters: Direct modulation of the carrier signal is pos-
transmitters within each tile. As the wavelength for thetdessible using vertical-cavity surface emitting lasers (VCSE
nation tile is fixed, there is no more contention once thellochowever these devices are not suitable for on-chip intercon
electronic switching is completed. The effective bandtvidt nects [19], [18]. Indirect modulation with an external lase
the nanophotonic interconne®,= Wy x Wgy x Br, where will need an on-chip modulator. This approach will have,
Wy is the number of wavelength$l gn is the number of the advantage that the power of the laser is not included in
waveguides an®By is the effective bit rate of the channelthe total power budget of the chip since it will be external
With Wy = 1, Wgy = 1 and Bg = 10 Gbps, we obtain to the chip. Two CMOS-compatible modulators proposed
10 Gbps of inter-tile communication. It could be possible teecently are Mach-Zehnder (MZ) modulator and the Micro-
increase the bit rates beyond 10 Gbps as has been reporieg resonator. Microring resonator will couple light tough
[25], however we may need additional equalization circuiis only if it satisfies the relation\g x m = nefs x 27R,
that could consume substantial area on the chip. Another ayhere R is the radius of the microring resonatot.s; is
proach to increase the bandwidth is to increase the wavitlenghe effective refractive indexyn an integer and\q is the
or the waveguides. Increasing the waveguides increases tbsonant wavelength [20], [21]. Recent designs have shown
area occupied by the channels and the transmitter/receiviag resonators can modulate at 12.5 Gbps with a modulator
circuitry, where as increasing the wavelengths increasés odelay of 80 ps [21]. Due to smaller footprint (10um), lower
the transmitter and receiver circuitry. As prior work haewh power (0.1mW) and high-speed modulation, ring resonators
the feasibility of using 64 wavelengths, we assume similare more preferred over MZ modulators [23]. Although ring
number of wavelengths for our approach [11], [10]. As weesonators show great promise, they are very sensitive to
have four tiles, we divide 64 wavelengths among four tiles temperature due to the thermo-optic coefficient (TOC) of
provide 160 Gbps of inter tile communication bandwidth. silicon (An/AT = 1.86x10~*K ~!, whereAn is the change
Figure 3 shows a possible implementation of PROPEL. Tl the refractive index and\T is the change in temperature)
off-chip broadband signal is split for x-dimension comnmuai which leads to a resonance shift 4fAg ~ 0.11 nm/K [22].
tion, y-dimension communication and DRAM memory bank€fecent work has shown that temperature variations can be
Every tile uses the same set of wavelength to communicatéigated by adjusting the bias current (upto 15K) [22]. The
with row/column tiles. Figure 4 shows the implementatiopre-driver electrical circuit is a chain of tapered investased
of one row of tiles (0 to 3) along the dimension. The to drive the modulator's capacitive load- (60f F).
top half of the figure shows the transmitters which are cola¥aveguides:CMOS compatible waveguides can be made of
coded (purpleAy_15, orangeis_s1, green:ss_47 and blue: high index cores such as Si (3.5) or low index cores such as
As2—47). The bottom half shows the filters (ring resonatorg)olymers (1.5). High index core offers a smaller waveguide
that are used to detect the signal. For example, Tile 0 wgitch where as low index core offers a lower propagation
use wavelengths,_15 to communicate with tiles 1, 2 and 3delay. Silicon waveguides, which have a smaller pitch of 5.5
on different waveguides which correspond to different homen, a lower propagation time of 10.45 ps/mm and a signal
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Fig. 3. The proposed PROPEL implementation consisting: @ihd y dimension connectivity. The off-chip broadband signal pfitsamong thez, y and
DRAM modules.

attenuation of 1.3 dB/cm is chosen due to ease of integration

with other on-chip photonic components [9], [15]. Recent Ross et Asza hsss N
research into estimating the number of wavelengths that Camémne:| ©00-0 00-0 | o0-0 ofed
be multiplexed onto the same waveguide have shown that 00-0 00-0 || 00-0 e
with singe-ring filters and 2.7 Ghz free spectral range (FSR)" 00-0 00-0 |"oo-o tier
we may have upto 12 wavelengths, which provides around| 00-0 00-0 00-0 Home Channel
200 Ghz channel spacing between adjacent wavelengths. With. IR | R O | R | N
double-rings which improves the filtering, it maybe possild -\ j53° 5 oo-al- -
pack 64 wavelengths with tighter 60 Ghz spacing [10]. There- 00-0 00- 000- O -
fore, in our design we utilize 64 wavelengths and extengivel | 00-0 Banks _s,
reuse these wavelengths to achieve scalable bandwidth. J po-9o

: . oo : o P0-0 DO- 000-0
Recelve_rs:The optlc_a.l receiver is composed of_l!ght detchor;eceivers
(photodiodes), amplification (TIA, voltage amplifier) arldek ‘ =5 =55 g

and data recovery. With the need to absorb light and convert Memory

into electrical pulses, Germanium is being used for two

reasons: It has significant photo-absorption betweenuinl

and 1.5um and IS alre_ady being used in CMO_S_process_es [1:Hg. 4. The top half shows the transmitters (modulators) thrdoottom half

Recent receiver design have used Ge-on-silicon-on-ittulashows the receivers (fliters). Every tile is associated withilar numbered

(Ge-on-SOl) photodiodes along with Si CMOS amplifiers teyavelengths for transmission. For example, Tile 0 is assediwithA\o_15
. which is used to transmit to tiles 1, 2 and 3. Moreover, thivelength set

operate at 1.1 V consuming onI_y 1aW/Gbps of power & \loqor memory communication.

with an area of 175< 150 um? with a delay of 40 ps. The

SiGe photodiode is CMOS compatible, has a high responsively

(O._SSA/W),. detects signal with a bit error rate (BER) Ofreceiver involves analog components, their scaling rutes a
107 and is sensitive to optical wavelengths at (850nndjower than VLSI technologies [18] and therefore, we coasid

1350nm, 1550nm)[24]. This receiver power of LilV/Gbps g higher power consumption for optical interconnects.
adopted by this work is more than what has been proposed for

CORONA (0.078mW/Gbps) [11], but is closer to estimates
from [12] of 0.8 pJ/bit (equal to 0.8:1W/Gbps). The receiver
power from [11] is lower as they consider a receiverlessgitesi  In this section, we compare the area and optical hardware
where germanium based wavelength-selective detectag (rcomplexity of PROPEL to proposed photonic interconnects
resonator) is chosen with low detector capacitance of 1 fuch as the Shared-Bus from Cornell [9], Processor-DRAM
It should also be noted that if micron scale photodetectdrderconnect from MIT [10], CORONA from HP [11] and the
are considered that generate few fF of load capacitance, tt@rcuit-Switch interconnect from Columbia[12]. We furthe
receiverless approach could become feasible [5]. Howé@vermodel and simulate PROPEL and compare to both electrical
this paper, we adopt an existing receiver design and as theworks such as the Mesh, Concentrated Mesh (CMesh) and

IV. PERFORMANCEEVALUATION
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Flattened-Butterfly (FB) [16] and optical networks ([1112]) network, the crossbar power is 0.8 mW. The total power
for synthetic traffic traces. The Processor-DRAM [10] wadissipation for a flit traversing across one link and router
not chosen for performance comparison as they are desigined mesh network is estimated to be 26.68 mW, and the
for core-memory interconnect, where as PROPEL is designgower dissipation for PROPEL is 6.13 mW. This results in
for inter-core communication. In what follows, we brieflya substantial (5X) reduction in power consumption.
provide power and area estimates for NoC link and router.
Then we compare 64 and 256 core versions of PROPEL with
competing electrical and optical networks based on optical
hardware required and provide simulation results. In this subsection, we analytically compare the optical
hardware complexity in terms of wavelengths, optical compo
nents (splitters/couplers, ring resonators), total @btmower
budget, opto-electronic power dissipation and opto-ededt

For electrical interconnects, we consider wires impleméntarea requirements. For all networks, we assume an off-chip
in semi-global metal layers for inter-router links. The &vir laser source and the following losses consistent across all
capacitances, resistances and device parameters wemgeobtanetworks [9], [10], [11], [12], [13]: a star splitter loss &) of
from International Roadmap for Semiconductors and Beykele3x (logaN) where N is the number of times the waveguide is
Predictive Technology Models. The power per segment ofsplit, a splitter/coupler loss () of -3 dB (50% loss of signal),
repeater-inserted wire is given b¥scgment = Paynamic +  Off-chip laser-to-fiber coupling loss (Ir) of -0.5 dB, off-chip
Pieakage ¥ Pshort—cke WherePgy,amic iS the switching power, to on-chip fiber-to-waveguide coupling lossgjy) of -2 dB,
Pieakage 1S the power due to the subthreshold leakage curremfiveguide loss () of -1.3 dB/cm, bending loss @) of -1
and Psport—ckt 1S the power due to the short-circuit currentB, a modulator traversal loss (b of -1 dB, a waveguide
[26], [27]. At 90nm technology node, we obtain a link powecrossover loss (k) of -0.05 dB and a waveguide-to-receiver
of 10.27 mW for 1 GHz clock and &4 of 1.2 V for a flit loss (L r) of -0.5 dB.
width of 128 bits [26] by considering a power-optimal regat PROPEL: The total area required for implementing PROPEL
insertion. At 22nm, ITRS projects the clock to be 9 Ghz. Fas split into two layers, an optical layer consisting of the
a flit size of 128 bits, the power dissipation will be 198 mWmodulator, waveguides, and photodetectors; and an alaktri
To reduce the power dissipation at future technology nodésyer consisting of the pre-drivers, routers, and receeier
we reduce the network frequency to 1 Ghz and reduce tbeitry. For the optical layer, we need a total of 3,072 ring
power consumption to 22 mW. The area consumed by thesonators (192 per tile, 96 each for x- and y-directiong), 3
wires is determined adreayires = Nw Xp,, Where Ny, is  silicon waveguides (16 each for x and y-directions) and 8,53
the number of wires per link (the bit-width of the link) andohotodetectors (96 per tile). For each set of modulators and
pw IS the wire pitch at the given technology (0.0422mm?)  detectors on a tile, the total area overhead is approxigatel
[26]. 0.0145mm? per direction, giving a total area overhead of

For on-chip (SRAM cell-array) buffers, the dynamic powe.029 mm? per tiles. Additional area results from the 32
consumed is the sum of the power expended in writing a fbiptical waveguides that need to circulate around the chip
into the buffer and the power consumed to read out the flithich is approximated to be bms. This gives PROPEL
from the buffer [28]. At the 90wm technology considered, an approximate optical area overhead of /h7n?. For the
an SRAM cell has an estimated width of 1.16n and a electrical layer, the pre-driver design at 22nm yields asaar
height of 0.87um [29], giving an area of 1.0092m?2. Results of 0.3 p?m. The receiver is composed of transimpedance
from Intel's 90nm technology [30] also indicate an area of Jamplifier, voltage amplifier and clock and data recoveryatrc
um? for the SRAM cell. We then determined the power and/hich will occupy 0.026256nm? at 90nm. We conservatively
area values across technologies by scaling the paramélers. assume similar area requirements at 22nm, though this value
power dissipated by a SRAM buffer for 128 bits at 1 GHuwvill decrease. For a ¥ 7 crossbar proposed in 22nm, this will
clock is 15.8 mW [26]. At 22nm, we estimate the buffer occupy 0.18nm?. We assume a flit size of 128 bits, 4 virtual
power to be 4.03 mW and occupies an area of 48%. A channels and 4 flit buffers per virtual channel for the buffer
5 x 5 matrix crossbar with tri-state buffer connectors [28flesign and this will occupy 0.022m? per router. Therefore,
is considered for the regular NoC design. The area of thige total electrical overhead is estimated to be a@2. Next,
crossbar is estimated by the number of input/output signalg estimate the overall optical power loss in the networle Th
that it should accommodate. For/9@, the power consumed overall optical power loss is given bysl+ Lyg + Lpy + 2
by 5 x 5 crossbar is 3.6n¥W and this scales to 0.651/ at x Lp; +Lwgr +4 x L + 32 x Lx + Ly, where Lg will be
22nm. -15 dB (=-3 x l0g»32) and Ly, will be -6.5 dB. This makes

We compare mesh and PROPEL in terms of power cotie total optical loss for PROPEL to be -32.1 dB.
sumed as both networks have buffer read/write, crossl@®RONA [11]: As CORONA is a crossbhar, we scale to
traversal and link traversal. Buffer power is consumed f@&4 nodes and compare with PROPEL in Table 1. For the
both networks when a flit is read and written (4.03 mW). Faptical layer, there are a total of 72,192 ring resonators,
crossbar traversal, the power dissipation in mesh and PROPE waveguides, and 7,424 photodetectors giving Corona an
are different due to the difference in crossbar sizes. Inapproximate area overhead of 646n>. The electrical area
mesh network, the crossbar power is 0.65 mW; for PROPEonsists of simply the receiver circuit. The electrical aare

Area and Optical Hardware Complexity Analysis

A. Electrical Power and Area Estimations
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TABLE |
OPTICAL HARDWARE COMPLEXITY COMPARISONBETWEENVARIOUs ~ C- Throughput, Latency and Power
ON-CHIP PHOTONICARCHITECTURES FOR64 CORES ) ) ) ) . )
In this subsection, we first describe our simulation method-
Circuft Shared CORONA PROPEL ology and present our results on synthetic traffic traces. We

Switch [12] Bus [9] [11] simulated PROPEL on several traces including Uniform Ran-

Wavelengths 24 4 64 64 . .
9 dom, and permutation patterns, such as Bit-Reversal, Blytte
Waveguides 64 168 99 32 Matrix Transpose, Complement and Perfect Shuffle. A cycle
Ring 16,576 2 688 72102 3,072 accurate simulator was used tq evaluate the performance of
Resonators PROPEL and the above mentioned networks. We assumed
Power 37 39.2 49.2 32.1 a packet size of 4 flits with the flit size of 128 bits. Iden-
Loss (dB) tical bisectional bandwidth and buffering for each eleetti
Optical Area 16 46 64.6 17 .
mm2 network was considered. For FB, we assumed delays of 1,
Electrical Area 60 55 195 50 2 and 3 cycles to communicate over 1, 2 and 3 routers
mm? respectively to account for longer links in a single dimensi
Photodetectors 1,536 2,016 7,424 1,536

For CORONA and PROPEL, we simulate L2 caches with a
crossbar connecting the cores to the optical transmitbeirs-t
prove performance. CORONA provides a channel bandwidth
of 2.56 Tbps and bisection bandwidth of 40.96 Thps. PROPEL
overhead for 7,424 receivers is approximately 19°. provides a channel bandwidth of 160 Gbps and a bisection
The overall power loss is calculated in a similar manner &andwidth of 5.12 Thps. To maintain similar bandwidths for
PROPEL and is determined to be -49.6 dB circuit-switch, we assumed 240 Gbps of optical channel rate

Circuit-Switched [12]: Circuit-switch is an all optical network Synthetic Traffic: Figure 4 shows the throughput and average
that uses a high speed electrical network to setup the optiBgtwork latency per packet for uniform traffic. From Figure
path. For the optical layer, there are a total of 16,576 rirfff@). we can see that CORONA outperforms all network due
resonators, 64 waveguides, and 1,536 photodetectors wHRHtS enormous channel bandwidth of 2.56 Thps as compared
approximately occupy 16nm?2. Assuming a flit size of 32- O PROPEL which provides only 0.16 Tbps, a 16X reduction.
bits for circuit setup, we assume a 1,088 32-bit 4 crossbar. However, PROPEL offers only 15% lower throughput than
The area overhead for the electrical setup is estimated 220beCORONA with a significant reduction in optical hardware and
mm?, which leads to a total electrical area overhead to be §§twork cost. PROPEL outperforms Mesh and FB by 33% and
mm? including receiver and transmitter circuitry. In calculat10% respectively with identical bisection bandwidths. Whi
ing the power loss in the circuit switch, the worst path léng®ROPEL outperforms electrical network, the real advantdge
needs to be considered. The overall power loss is calculaf@dOPEL can be seen in terms of power dissipation as shown

in a similar manner as PROPEL and is approximate'y 37 dB\ the next p|0t PROPEL is better than circuit-switch tiaffi
by over 50% for uniform traffic. The two-fold reason is that

Shared Bus [9] For the optical layer, there are a total of 2,684,e are considering short packets and the traffic is random.
ring resonator, 168 waveguides, and 22'016 photodetedtats trpis creates more contention in circuit-switch network énd
occupy an approximate area of 46m°. The electrical area i not he able to amortize the cost of setting-up the circui

consists of the recgiver circuitry and the 6 5 eIectr_icaI Shared-bus network saturates early due to the traffic hugld-
crossbar. The e_IectncaI area _overhead_for 2,016 re2ceamis at the two overlapped switches at the entry and exit points
16 5 x 5 electrical crossbar is approximately 8am°. The  from the optical network. There are four cores connected to
overall power loss is determined to be -39.2 dB. the first switch, and these four sets of four cores connected
Table 1 shows various optical components and losses tefthe second switch before entering the optical network. Al
various photonic interconnects for scaled versions of 64s:0 16 cores will contend to enter into the shared bus using the
Shared-bus was originally designed with four wavelengtits atwo level switches. The network load is significant to sdtira
increasing the number of wavelengths will change most pée bus even at very low loads. Figure 4(b) shows the average
rameters. As will be explained later, shared-bus architeds network latency for 64 cores.
limited by the crossbar throughput and therefore, any esge The throughput for all traffic traces for various networks
in the wavelength will not change the performance. As care shown in Figure 5(a). In the figure, the results are nor-
be seen, PROPEL reduces the optical hardware complexitglized relative to the mesh network, showing the increase i
while requiring the least number of ring resonators and h#goughput of each network relative to the mesh. PROPEL's
the lowest optical power loss. Moreover, PROPEL can lmperformance is comparable and even better than most efctri
designed with minimum optical and electrical area overheatketworks and is slightly lower than CORONA. Circuit-switch
PROPEL requires 3:8 less optical area than CORONA andberforms better for Butterfly and Perfect Shuffle traffic émc
2.7x less optical area than Shared-Bus and is comparabkethese communication traces involve less contentionefSha
to circuit-switch architecture. PROPEL requires :3.&sser bus also improves performance with synthetic traffic traces
electrical area than CORONA with the assumption of th&s select source cores communicate with select destination
specific electrical receiver circuitry adopted for this idas cores which reduces the random nature of uniform traffic
[24]. traces. As PROPEL reduces the cost of the network, it trades-
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Fig. 5. Simulation results showing (a) throughput and (lyvoek latency for uniform traffic for various nanophotonindaelectrical interconnects with 64
cores.
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Fig. 6. Simulation results showing (a) saturation throughgnd (b) power dissipation for different synthetic traffiatterns for 64 cores.

off performance with network cost and area. Figure 5(b) V. CONCLUSION
shows the normalized power dissipation. In the figure, the .
results are normalized relative to the mesh. As seen, PROP Ilnt th{'ﬁ’ pa;pe:},. we ttackle;i t?e tprobllem ﬂ? f ls)cal:bl'ztg pto-
reduces the power by 5X when compared to mesh netwofkeCH O dIC N ‘i Ipin elrJ(I:on ecfsfot S0 Vﬁ Ce \;i\l/n Wi and
In fact, all nanophotonic networks reduce the power digsigha power dissipation problems or futuré NoLs. We propose

when compared to electrical networks with reduced freqylen«? ROPIEL_tarchniact_ure lfor |22an tec:rlﬁlotgéggcli:eél:r he ()_ptlg:fal
Increasing the frequency will increase the power dissipati compiexity analysis ciearly snowe a 'S signit-

for electrical networks and opto-electronic networks sash icarjtly cost-efficient th.an prt'avio'usly proposed on-chip-ph
PROPEL and Shared-Bus. While CORONA and circuit-switdf ¢ Interconnects while delivering comparable perfonue

have least power consumption, we do not take into acco Eer?jc;i(i:rzclialgos\f:;ra%llz S:‘ggifrr:a.sl\iﬂdoerﬁt(i)c\:lzlr,tc:h;n?;rr:ltaeguﬁ;
the buffering required at the end-points. As these are ful

optical networks, buffers will be required at the end-psin hich can be scaled-m two dlmen§|(_)ns, and provides fault-
for receiving and transmitting the packets. This is accednt olerance due to multi-path connectivity.

in PROPEL as backpressure from the channel allows more
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