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Abstract— The increasing wire delay constraints in deep sub-
micron VLSI designs have led to the emergence of scalable and
modular Network-on-Chip (NoC) architectures. As the power
consumption, area overhead and performance of the entire NoC
is influenced by the router buffers, research efforts have targeted
optimized router buffer design. In this paper, we propose iDEAL
- inter-router, dual-function energy and area-efficient links capa-
ble of data transmission as well as data storage when required.
iDEAL enables a reduction in the router buffer size by control-
ling the repeaters along the links to adaptively function as link
buffers during congestion, thereby achieving nearly 30% savings
in overall network power and 35% reduction in area with only
a marginal 1 − 3% drop in performance. In addition, aggres-
sive speculative flow control further improves the performance of
iDEAL. Moreover, the significant reduction in power consump-
tion and area provides sufficient headroom for monitoring Neg-
ative Bias Temperature Instability (NBTI) effects in order to im-
prove circuit reliability at reduced feature sizes.

I. INTRODUCTION

Technology scaling into the deep sub-micron regime has led
to the development of multi-core architectures with increased
transistor density on a single chip. However, the increasing
global wire delays [1] limit the potential improvement in per-
formance, leading to the modular and scalable packet-switched
NoC paradigm [2, 3, 4]. As concluded in the recent NSF spon-
sored workshop on on-chip interconnects [5], one of the major
research challenges currently faced by NoC designers is that
of power dissipation with the router buffers consuming about
46% of the router power. The increased power density and
temperature accelerate device degradation, and hence reduce
the lifespan of the circuit. On the other hand, simply reducing
the number of router buffers to reduce the power and area over-
head degrades the network performance as the performance
and flow control of the network are primarily characterized by
the router buffers [6].

Current high speed VLSI designs require repeater insertion
along the wires to overcome the quadratic increase in delay
with the wire length [1]. It has been shown in [7] that the
repeaters can be designed to sample and hold a data bit, in
addition to their conventional functionality. Therefore, with
repeaters as potential buffer elements, we can employ them to

adaptively function as buffers along the links under high net-
work loads, when there are no more buffers in the router. Data
storage along the links has been explored by [8, 9] to achieve a
latency-insensitive design and by [10] in order to resolve tim-
ing errors in overclocked NoCs.

In this paper, we propose iDEAL - inter-router dual-
function, energy and area-efficient links for NoCs by employ-
ing circuit and architectural techniques at the inter-router links
and the router buffers respectively. At the links, we deploy cir-
cuit level enhancements to the existing repeaters so that they
adaptively function as buffers during congestion. As the cor-
rect operation of the adaptive link buffers depends on the error-
free detection of the congestion signal, we employ a double-
sampling technique within the control block to overcome ar-
bitrary timing errors along the congestion signal. The double-
sampling technique [11] has been employed in correcting tim-
ing errors due to voltage scaling [12] and increased operat-
ing frequency [10]. In our proposed architecture we double-
sample the congestion signal to overcome potential timing er-
rors due to increased coupling noise and process variations
at the deep sub-micron technologies. Compared to a conven-
tional repeater-inserted control line, this control technique op-
erates reliably and consumes significantly less power as it can
be disabled in the absence of congestion.

At the router buffer, we deploy architectural techniques such
as static and dynamic buffer allocation [13, 14] to prevent per-
formance degradation, while sustaining or improving the per-
formance of a generic router. While static buffer management
leads to insufficient or unused buffers [13], dynamic buffer
management allocates the incoming flit (the basic flow con-
trol unit, a packet consists of several flits) to any free buffer,
leading to higher throughput, although at the cost of higher
control management. In [13] the number of virtual channels
(VCs) and the depth of buffers/VC are dynamically adjusted
based on the traffic load, complicating the control logic and
increasing the packet latency due to higher packet interleav-
ing [6]. Therefore, in our proposed work, we adopt a dynamic
VC table based approach with fixed number of VCs, thereby
achieving the flexibility of storing flits dynamically without ex-
cess control overhead. Moreover, the congestion control from
the downstream to the upstream router enables aggressive flit
transmission without waiting for credits to return, thereby fur-
ther improving the throughput.
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The combination of circuit and architectural techniques in
iDEAL using the dual-function links and the dynamic router
buffer allocation, allows us the flexibility of reducing the router
buffer size to decrease the power and area overhead without
significant performance degradation. In addition, the reduc-
tion in power consumption and area provides sufficient design
headroom for improving the reliability of the circuits. Reli-
ability, especially the Negative Bias Temperature Instability
(NBTI) effects has emerged as a major threat to the current
CMOS technology. Prior research has focused on modeling
NBTI at the device level and gate level [15, 16, 17]. [18] has
reviewed current NBTI research and provides guidelines to-
wards reliability in general purpose logic and memory circuits,
by proposing guard-banding and adaptive body biasing tech-
niques. [19] is one of first papers to propose an NBTI-aware
processor design. Our proposed architecture with the iDEAL
methodology offers a possible NBTI-aware solution for NoCs.
The additional circuits required to monitor NBTI effects in-
crease the overall power consumption and area. However, our
proposed low-power, area-efficient architecture provides de-
sign headroom for the Thermal Design Power (TDP) of the
auxiliary circuits and thereby improves the circuit reliability
without additional overhead.

Unlike other NoC designs where performance is improved at
the cost of major changes to the router design, the changes in
the proposed architecture pertain only to the input buffer and
the allocation of the input buffer space to the incoming flits.
Synthesized designs in the 90 nm technology at 500 Mhz and
1.0 V , show a reduction of 30% in the overall network power
and a reduction of 35% in area, when half the router buffers are
removed. Moreover, the proposed architecture enables NBTI
monitoring without additional overhead and improves device
lifetime by providing both power and area design headroom.
Cycle accurate network simulation on 8 × 8 mesh and folded
torus network topologies shows only a marginal 1-3% loss in
throughput. In addition, the throughput can be further im-
proved by 10% with aggressive transmission of flits without
credit turn-around.

II. DESIGN OF INTER-ROUTER DUAL-FUNCTION LINKS

A. Proposed Link Implementation

Figure 1 shows the proposed repeater-inserted interconnect,
with the conventional repeaters replaced by three-state re-
peaters. When the control input to a repeater stage is low, the
three-state repeaters in that stage function like the conventional
repeaters transmitting data. When the control input to the re-
peater stage is high, the repeaters in that stage are tri-stated
and hold the data bit in position. Once congestion is allevi-
ated, the control logic is disabled and the three-state repeaters
return to the conventional mode of operation. The adaptive
dual-function links hence enable a decrease in the number of
buffers within the router and save appreciable power and area.
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Fig. 1. Proposed inter-router dual-function links with the control blocks.

B. Control Block Implementation

The control block shown in Figure 1 enables the three-state
repeaters to adaptively function as link buffers during conges-
tion. A single control block is sufficient to control the func-
tionality of all the repeaters in one stage. The incoming con-
gestion signal is delayed by one clock cycle at each control
block. In the next clock cycle, the repeaters in that stage are
tri-stated and the congestion signal travels to the next control
block. Hence each repeater stage is successively tri-stated to
hold the data in position, until the congestion-release signal ar-
rives. The control block in Figure 1 is more efficient than a
conventional repeater-inserted control line [7], as it provides
the following advantages: (1) Unlike conventional repeaters,
the control circuit operates accurately at variable clock speeds.
The congestion signal is double-sampled and the shadow flip-
flop makes the circuit tolerant to timing errors. (2) The control
circuit can be disabled when there is no congestion, thus reduc-
ing the power consumption along the congestion control line.

III. DESIGN OF ROUTER BUFFERS

In packet-switched NoCs, every processing element (PE) is
connected to an NoC router as shown in Figure 2(a), with most
NoCs commonly adopting network topologies such as mesh,
or folded torus for regularity and modularity [6, 20, 21, 22].
In wormhole switching, each packet that arrives on the input
port progresses through router pipeline stages (routing compu-
tation(RC), virtual channel allocation (VA), switch allocation
(SA), switch traversal (ST)) before it is delivered to the ap-
propriate output port [6]. At each intermediate router, only
the header flit of every packet is responsible for the first two
pipeline stages of RC and VA.
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Fig. 2. (a) A generic 5 × 5 NoC router architecture (b) The proposed static
buffer allocation with congestion control.

A. Statically Allocated Router Buffers

The proposed statically allocated router buffer design with
congestion control is shown in Figure 2(b). For a router ar-
chitecture with P ports, v VCs/port and r flit buffers/VC the
total number of buffers/port is z = vr. Each input VC is as-
sociated with a VC state table [6, 13]. It maintains the state
for each incoming packet and ensures that the body flits are
routed to the correct output port. The VC identifier (VCID) of
the incoming flit allows the DEMUX to switch to the correct
input VC. The Read Pointer (RP) and the Write Pointer (WP)
are used to read the flit into the buffer and write the flit out
to the crossbar. The Output Port (OP) is provided by the RC
stage, Output VC (OVC) is provided by the VA stage. Cred-
its (CR) indicate the total storage available at the downstream
router. Given that each VC has r credits, a credit is consumed
when a flit is transmitted to the downstream router. A credit
is returned to the upstream router when a flit is read out of the
buffer. The Status field indicates the current status of the VC -
idle, waiting, RC, VA, SA, ST, and others.

In the generic NoC design, the total number of input buffers
is vr per input port. With the additional c buffers in the link,
the total storage now becomes vr + c. The number of credits
available at each VC is (vr + c)/z. This allows routers to send
additional flits into the network, even if the storage is in the
link, instead of the router buffer. Every VC state table main-
tains another field C∗ which indicates congestion. When C∗

is set, the congestion control is activated which in turn holds
the data in the network link itself. When a flit is read from the
buffer, the C∗ field is cleared, which in turn allows data flits to
enter into the router.

This nominal change does not impact the design of the net-
work router and leads to significant power savings and area
gain. However, at high network load, this design leads to head-
of-line (HoL) blocking in the link buffers. When the conges-
tion field C∗ is set for a particular VC, the corresponding flits
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Fig. 3. Proposed dynamic buffer allocation with congestion control.

are held in the network link. These flits block the flits headed
towards other VCs, although the other VCs may have their C∗

field cleared. A more attractive alternative is dynamically allo-
cated router buffers as explained in the next section.

B. Dynamically Allocated Router Buffers

As ViChaR’s [13] table based approach had solved issues
pertaining to latency and scalability, we have adopted a similar
idea but limited the number of VCs to prevent excess control
overhead. We adopt the unified buffer architecture and aug-
ment the architecture with a ‘Unified VC State Table’ (UVST).
The maximum size of the UVST is O(v) as compared to the
ViChaR which is O(vr). For an incoming flit, the ‘Buffer Slot
Availability’ (BSA) tracking system keeps track of all buffer
slots and allocates the first buffer slot found to be free. Sim-
ilarly, for a departing flit, BSA deallocates the buffer slot and
adds it to the list of free slots maintained in the table, as shown
in the inset of Figure 2(b). The table contains buffer slots F0,
F1, ... F(z+c)/v in addition to the regular fields of RP, WP, OP,
OVC, CR and Status fields. For fairness purposes, the number
of credits is equally divided between all the VCs as (z + c)/v
per VC. When BSA finds only a single non-null pointer in its
base table, it triggers the congestion signal and when a free
buffer slot is created by a departing flit, the BSA releases the
congestion signal.

In iDEAL, the link buffers can be viewed as serial FIFO
buffers as opposed to the parallel FIFO buffers used within the
routers. Therefore, eliminating the HoL blocking is critical
in iDEAL. Dynamic allocation of buffer slots using the table
based approach significantly reduces the HoL blocking.
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IV. PERFORMANCE EVALUATION OF THE PROPOSED

ARCHITECTURE

In this section, we evaluate the proposed dual-function links
and router buffers in terms of power dissipation and area over-
head. The notation followed for the different cases is of
vnV − rnR − cnC , where nV is the number of VCs per input
port, nR is the number of router buffers per VC and nC is the
number of link buffers. For example, the baseline is denoted as
v4 − r4 − c0, implying 4 VCs per input port, 4 router buffers
per VC and 0 link buffers. In each case, the design is imple-
mented in Verilog and synthesized using the Synopsys Design
Compiler tool and the TSMC 90 nm technology library, at an
operating frequency of 500 MHz and a supply voltage of 1 V .

A. Power and Area Estimation for the Links

The links are assumed to be 2 mm long and the baseline de-
sign has 8 optimally spaced conventional repeaters along each
wire of the 128-bit wide links. For the baseline design,the to-
tal power consumed by the link per flit traversal is 2.45 mW .
When all the conventional repeaters are replaced by the three-
state repeaters, the total power consumed by the link for each
flit traversal is found to be 3.94 mW . In the presence of con-
gestion, the control block consumes a power of only about 6
μW .

The area consumed by the repeater stages is found to be
8,960 μm2 in case of the baseline and 10,240 μm2 when all
the conventional repeaters along the link are replaced by the
three-state repeaters.

B. Power and Area Estimation for the Router

The router buffers are implemented as FIFO registers with
the associated control logic. Considering both the write and
read operations in the buffer, the total power consumed for a
128-bit flit in the buffer is estimated to be 19.54 mW , for the
baseline design with 16 buffers. Decreasing the buffer size by
50% reduces the power per flit traversal to 11.57 mW , result-
ing in a 40.77% savings in buffer power alone. For the con-
figurations with 4 VCs per input port, the arbiter in the router
consumes a power of 0.15 mW , for a single arbitration task
and the switch in the router consumes 0.31 mW per flit traver-
sal. When the number of VCs is decreased to 3 per input port,
the power consumed by the arbiter reduces to 0.09 mW per
arbitration and the power consumed by the switch decreases to
0.27 mW per flit traversal.

The buffer area in case of the baseline is 81,407 μm2. A
50% decrease in the buffer size reduces the area to 48,066
μm2, leading to a 35% savings in the overall area including
the links and the router buffers.

C. Design Headroom for NBTI-related Reliability Issues

NBTI affects PMOS transistors whose gate input is at logic
‘0’, introducing the need for a higher threshold voltage and
constraining the transistor speed. Among all the circuit pa-
rameters affecting the influence of NBTI, temperature plays a

decisive role. Higher temperatures accelerate the NBTI-related
degradation [15, 19]. In order to effectively manage the influ-
ence of NBTI, designers monitor the temperature in cores and
functional blocks. Additional circuitry is included to change
the input of the PMOS gates to logic ‘1’ while the PMOS gates
are in the ‘idle’ state [19]. This technique utilizes the self-
healing ability of the PMOS [19], as the PMOS is not stressed
when it is turned ‘OFF’ by the logic ‘1’ input. However, the
additional circuits lead to an increase in power consumption
and area overhead.

iDEAL achieves a significant reduction in power density
and temperature of the router by ‘moving some of the buffers
from the router to the link’. As is well known, each router in
the NoC is closely placed to the core or the PE in the multi-
core architecture. Therefore reducing the router power and
area has a significant impact on the temperature of the PEs.
Moreover, iDEAL provides additional design headroom for
NBTI-related reliability issues. In order to quantify the ad-
ditional design headroom achieved by the iDEAL methodol-
ogy we consider the Thermal Design Power (TDP), which is
the maximum power that is required to be dissipated by the
cooling system [19]. In the current context, it is the additional
power that is consumed by the auxiliary circuits enabling the
self-healing of the PMOS gates. The TDP for an NoC with N
cores, TDPNoC is given by

TDPNoC =
N∑

i=1

TDP i (1)

The complexity of the auxiliary circuits in turn depends on
the functional block under consideration [19]. For a power-
efficient architecture, it is essential to minimize the overhead
due to the auxiliary circuits. The significant reduction in power
consumption achieved by iDEAL provides the additional head-
room to overcome this constraint, as shown by Equation (2).

TDPNoC ≤ Psaved (2)

where Psaved is the reduction in power consumption achieved
by iDEAL.

As the area linearly impacts TDP [19], it is required to limit
the area in order to decrease TDP. iDEAL achieves an area-
efficient architecture, thereby reducing the impact on the TDP.
The additional headroom provided by the area-efficient iDEAL
methodology is given by

TDPNoC = K × Sr (3)

where Sr is the area reduction achieved by iDEAL and K is
the factor determining the impact of the area on the TDP.

Therefore, the iDEAL methodology offers a good opportu-
nity to add auxiliary circuits such as inverting input circuits for
memory-like structures, mitigating mechanisms in latches and
self-healing circuits for the combinational logic in the design
[19].
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V. SIMULATION RESULTS AND DISCUSSION

A cycle-accurate on-chip network simulator was used to
conduct a detailed evaluation of the proposed architecture in
8 × 8 mesh and folded torus networks under several synthetic
traffic patterns (Uniform Random(UN), Bit-Reversal(BR),
Butterfly(BU), Matrix Transpose(MT), Complement(CO),
Perfect Shuffle(PS), Tornado(TO), Neighbor(NE)) as well as
the SPLASH-2 suite benchmarks (FFT with input data set 64K
points; LU with 256 × 256, 16 × 16 block; MP3D with 48000
molecules; RADIX with 1M integers, 1024 radix and WATER
with 512 molecules). For simplicity, the test configurations are
referred to as nV − nR − nC in the following discussion.

Total Network Power and Throughput: Figures 4(a) and
4(b) show the total power consumed for a network load of 0.5,
in the mesh and folded torus networks respectively. The power
dissipated in the control blocks is negligible and is not visible
at the scale considered. By reducing the router buffer size, all
the configurations achieve a reduction in power compared to
the baseline, with the 4-2-8 case showing about 30% savings
in the total network power. From Figures 4(c) and 4(d), the
saturation throughput shows almost similar performance for 4-
4-0, 3-4-4 and 4-3-4. The 4-2-8 shows only about 3% drop in
performance. This result is significant as we can save about
35% of the area and yet achieve similar performance as the
baseline by dynamically allocating the router buffers and us-
ing the additional link buffers at high network loads.

Router Buffer Power and Throughput for All Traffic Pat-
terns: Figure 4(e) shows the power consumed at the router
buffers and Figure 4(f) shows the throughput achieved at a net-
work load of 0.5 for the 8 × 8 mesh, under all the synthetic
traffic patterns considered, for the 4-4-0, 4-3-4 and 4-2-8 con-
figurations. Power savings is obtained for both the 4-3-4 and
the 4-2-8 cases under all the traffic patterns. From Figure 4(f),
there is no significant decrease in throughput under any of the
traffic patterns considered.

Throughput and Power for SPLASH-2 suite benchmarks:
Figures 4(g) and 4(h) show the normalized execution time and
normalized total power consumed for the selected SPLASH-
2 suite benchmarks for 4-4-0, 4-3-4 and 4-2-8 configurations.
From Figure 4(g), the 4-3-4 and 4-2-8 configurations do not
show significant drop in performance, in fact the drop is less
than 1%. From Figure 4(h), the power savings from the 4-3-4
and 4-2-8 configurations are 20% and 30% respectively.

Throughput using Aggressive Speculation: Figure 4(i)
shows the saturation throughput using an aggressive specula-
tion technique, for the 8 × 8 folded torus network under uni-
form traffic. The number of credits available to the upstream
router is speculatively increased to 8 as the congestion control
circuit enables an aggressive flit transmission without waiting
for the credits from the downstream router. This technique im-
proves the performance of iDEAL by about 10% (as seen in
the 4-2-8 case), without additional power or area overhead.

VI. CONCLUSION

As recent research has shown, the major issue in NoC de-
sign is the increasing power consumption. iDEAL proposes to
reduce the number of router buffers, thereby achieving a signif-
icant savings in power and area. As this impacts performance,
we provide adaptive dual-function links for data storage when
required. Simulation results show that by reducing the router
buffer size in half, iDEAL achieves nearly 40% reduction in
buffer power alone, more than 30% savings in the overall net-
work power and 35% savings in the total area. In addition,
the dynamically assigned buffers with aggressive speculative
flow control show up to 10% improvement in performance.
The savings in power consumption and area provides signifi-
cant design headroom to overcome circuit reliability issues due
to NBTI effects. This paper shows that eliminating some of
the buffers in the router and using adaptive link buffers saves
an appreciable amount of power and area, without significant
degradation in the throughput or latency.
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Fig. 4. (a) - (d) Total network power and Saturation throughput under Uniform traffic for 8 × 8 mesh and folded torus networks (e) Buffer power and (f)
Throughput at 0.5 network load in the 8 × 8 mesh, using dynamic buffer allocation, for all the synthetic traffic patterns considered (Uniform Random(UN),
Complement(CO), Tornado(TO), Perfect Shuffle(PS), Bit-Reversal(BR), Matrix Transpose(MT), Neighbor(NE), Butterfly(BU)) (g) Normalized execution time
and (h) Normalized total network power under the SPLASH-2 application suite, for the 8 × 8 mesh (i) Throughput for Aggressive Speculation using 8 credits,
under Uniform traffic for the 8 × 8 folded torus network.
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