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Abstract—The number of cores in a multicore chip design has been increasing in

the past two decades. The rate of increase will continue for the foreseeable future.

With a large number of cores, the on-chip communication has become a very

important design consideration. The increasing number of cores will push the

communication complexity level to a point where managing such highly complex

systems requires much more than what designers can anticipate for. We propose a

new design methodology for implementing a cognitive network-on-chip that has

the ability to recognize changes in the environment and to learn new ways to adapt

to the changes. This learning capability provides a way for the network to manage

itself. Individual network nodes work autonomously to achieve global system goals,

e.g., low network latency, higher reliability, power efficiency, adaptability, etc. We

use fault-tolerant routing as a case study. Simulation results show that the

cognitive design has the potential to outperform the conventional design for large

applications. With the great inherent flexibility to adopt different algorithms, the

cognitive design can be applied to many applications.

Index Terms—NoC, network-on-chip, cognitive process, intelligent agent,

adaptive, machine learning, multicore, fault-tolerant
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1 INTRODUCTION

THE proliferation of multiple cores on the same die heralded the
advent of a communication-centric system wherein the design of
the on-chip communications connecting various modules has
become extremely important. A flexible and scalable packet-
switched architecture called network-on-chip (NoC) [5] is com-
monly used. It is expected that core count will continue to increase.
With continuing advances in process technology, the core count is
expected to soon exceed one thousand [3].

As the number of components of a system increases, the proba-
bility of having component failure also increases. Also, network
congestions, deadlocks and hotspots may occur. There are many
potential issues in operating the NoCs. They will reach an operat-
ing complexity level that cannot be anticipated by their designers.
The network must be intelligent enough to cope with the unfore-
seeable conditions so that the entire system can function efficiently
and reliably [6]. We propose to build cognitive NoCs (CogNoCs),
i.e., networks that can recognize and adapt to changes in the envi-
ronment, learn from experiences and retain knowledge gained for
future usage. With such capabilities, the system can attain better
latency, throughput, power consumption and fault tolerance.

Learning typically is a relatively slow process whereas router’s
operations, like the route computation (to find out where to for-
ward the packet to), takes only one or two clock cycles. To accom-
modate such big discrepancy, we propose a hardware and
software co-design approach to build CogNoC. In CogNoC, the
routers and the cores are augmented with hardware (for the
routers) and software (for the cores) that facilitate the slow learning
process and the high-speed router operations. At the high level, the
router operation in a CogNoC works as follows. The router recog-
nizes the inputs as a pattern. It uses such pattern to look up a
knowledge base (KB) in the router for a solution (a plan of actions).
If a solution is found, it acts on it immediately; otherwise, it relies
on the core to execute an algorithm to produce a solution, which
will be updated to the KB. The core may also initiate a process to

find a better solution in parallel with the router operations. Next
time the same pattern occurs, the router will be able to find the
solution in the KB immediately.

The router does not contain any hard-wired complex decision-
making algorithms, for route computation or flow control, for
example. This provides tremendous flexibility to allow the system
to adopt different algorithms, thus widening the router’s design
space. Furthermore, CogNoC only relies on local information; there
is no centralized control in the network. Each core-router pair
works autonomously to achieve a global objective, i.e., efficient
delivery of network packets. This has the potential for better
network scalability.

In this work, we chose fault-tolerant routing as a case study. The
network needs to route packets from source nodes to destination
nodes in spite of faulty connections among routers. Simulation
results show that compared to a conventional NoC, CogNoC is
able to find shorter paths in 8 percent of all paths by using a
simple learning algorithm and achieves an average improve-
ment of 15 percent in latency.

2 BACKGROUND

2.1 NoC

The prevailing topology is 2D mesh. Fig. 1a shows a 4 � 4 mesh.
Each core is attached to a router which connects to four neighbor-
ing routers (except for those at the boundaries). Message from one
core is routed through the routers to its destination. One commonly
used routing algorithm is the dimension-order routing (DOR) [4].
When a packet reaches a router, the router determines which
router it will relay the packet to. Fig. 1b shows the router micro-
architecture. It has a set of buffers for holding the packet temporar-
ily and a crossbar switch to direct the packet to a different
direction (north, east, south or west). NoC’s routing operation is
typically broken into different stages and execute in a pipelined
fashion at GHz clock rate [4].

2.2 Cognitive Process

Thomas [8] proposed the definition and framework of a cognitive
network for an adaptive data network (not a NoC) that can
observe, act, learn and optimize its performance. The network
involves a cognitive process, which is depicted conceptually in a
simpler form in Fig. 2. The active component is the intelligent
agent. It observes what is happening in the environment. The
observations become the inputs to the agent. The agent processes
the inputs with the knowledge it has. Then it produces a set of
actions to apply to the environment to try to achieve the predefined
system goals. Learning takes place when the desired outcome is
not attained yet.

3 COGNOC DESIGN

In this section, we lay out a set of requirements that CogNoC needs
to satisfy. Then we provide a detailed architecture that satisfies
these requirements. This set of requirements will guide the design
and implementation.

3.1 Requirements

3.1.1 Speed

There are very stringent timing requirements on NoCs. In the
router pipeline, it typically decides how to route the incoming
packet in the first cycle, and the packet go through the pipeline
in a few more cycles. So, speed is a critical factor in router oper-
ations. CogNoCs must be able to maintain the normal high-
speed operation speed and at the same time accommodates the
cognitive capabilities.
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3.1.2 Area

Silicon real estate is expensive in a multicore chip. It has significant
impact on design, validation, manufacturing and testing. With
additional functionality in a CogNoC, it is imperative to keep the
router small. Thus the control logic implemented in a router cannot
be too complex.

3.1.3 Autonomy

With a thousand of routers on-chip, a centralized control of all
routers would not be feasible due to the large communication over-
head. Router decisions must be made locally. We postulate that the
property of autonomy will help produce effective solutions. This
requirement is inspired by many elegant solutions observed in the
natural world, e.g., in ant and bee colonies, where individual con-
stituents act autonomously to achieve global goals without a cen-
tralized command structure. Most conventional NoCs are small and
use very simple control schemes; autonomy is inherently achieved.
For CogNoCs of much larger size and utilizing the cognitive capa-
bilities, we need tomaintain the same autonomous property.

3.1.4 Flexibility

Different applications may present vastly different network traffic
patterns to the system. One single algorithm probably is not able to
satisfy all different communication requirements. This requires
routers to be flexible to run different algorithms. Conventional
NoCs have only one single algorithm implemented as hard-wired
logic in the router. However, the potentially many required algo-
rithms in CogNoCs cannot be all realized the same way as they
would take up too much area.

3.2 CogNoC Router Architecture

Routers in a CogNoC rely on cores for their operations. Therefore,
part of the overall router architecture, depicted in Fig. 3, is the core.
The router design is augmented with three modules: a pattern rec-
ognition module that translates the set of inputs (network packets
and conditions) to a pattern that can be manipulated more effi-
ciently; a KB module that stores the learned knowledge, which can
be recalled in a single clock cycle; and a control agent orchestrates
the router operations.

The pattern recognition greatly reduces the potentially vast
input space to a much smaller pattern space. For example, an input
is a 16-bit integer; we might want to reduce it to a qualitative entity

(a pattern), like large, medium and small, that can be encoded in just
2 bits. Such mapping is obviously application dependent. The algo-
rithm might be quite sophisticated in that it can combine multiple
inputs as one entity. This is a necessary step to limit the size of the
KB, making the implementation practical.

The KB module must be very fast for high-speed router opera-
tions. For certain commonly known patterns, the KB can be pre-
loaded to reduce the learning or computation efforts during run
time. Basically, if the input pattern has been dealt with before, a
known action plan can be retrieved immediately from the KB that
the agent can execute on. Otherwise, the agent will need ask the
core to produce a solution, which will be eventually updated to the
KB. Next time that the same input pattern is encountered, the con-
trol agent knows how to handle it locally.

In the core, the router agent produces solutions for the router. A
request from the router control agent wakes up the router agent in
the core to compute an initial solution to be returned to the router
immediately. The router can continue its operation. At the same
time, the core router agent initiates the learning process to try to
produce a better solution. If a better solution is found, it will be
updated to the KB to replace the original solution.

A policy database in the core stores different algorithms and
various rules or policies for generating new knowledge. The core
router agent works closely with the operating system to determine
what algorithms to use and what rules to apply, depending on the
application. The determination can be made directly with specific
inputs when a new application is started, or the core router agent
can run a high-level monitoring process for making the decisions
on an on-going basis.

3.3 Advantages of CogNoCs

With the KB built into the router, the router can maintain the nor-
mal high-speed operations except in the cases where the input pat-
terns have not been observed before. Those cases will incur
significant overhead in the communication with the core and the
computation done by the software router agent. However, we pay
the penalty only once. The introduction of the KB is inspired by the
insight that the computation for the solution to a particular pattern
needs take place only once; it is not necessary to compute again
and again as a conventional NoC would do.

With the learning capability in a CogNoC, the solution may get
better over time whereas it will stay the same in a conventional
NoC.

The control logic in the router becomes simpler because the com-
plex decision-making algorithms are contained in the core as soft-
ware components, not as logic gates taking up space in the router.
CogNoC does not waste time and energy to re-compute the same
solution; it just looks up from the KB. The addition of KB incurs just
a small area. As a result, we achieve overall reductions in router
area and also power consumption (both static and dynamic).

The pattern recognition module and control agent do add
some area overhead to the router. However, the pattern recognition

Fig. 1. (a). NoC of a mesh topology in a multicore architecture. Each core (C) is
attached to a router (R). (b) Router microarchitecture.

Fig. 2. The basic components in a cognitive process.

Fig. 3. CogNoC router architecture (only the control section of the router and
router-related parts of the core are shown).
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module can be made very simple and smaller, as illustrated in our
case study, and the control agent’s logic is rather simple. This extra
overhead is easily offset by the overhead if the complex algorithms
were implemented in the router.

Operation decisions are made only between the core and the
router; there is no central control or management involved. All
core-router pairs in the network work autonomously towards the
global goal of efficient delivery of packets. The property of auton-
omy enables the NoC to be highly scalable because the router oper-
ations are not affected by the number of nodes in the network.

Since the majority of the logic is software-based in CogNoCs, it
makes the system highly flexible in adopting various algorithms.
Furthermore, the flexibility makes field upgradability and repair
possible. It would be much easier to upgrade or repair products
already deployed in the field because the software components can
be replaced. A CogNoC design will also save costs in silicon valida-
tion and testing.

4 IMPLEMENTATION

We implemented the proposed CogNoC on gem5, a cycle-accurate
multicore simulator [1]. We chose an application to illustrate the
concept, namely fault-tolerant routing, which involves only the
route computation stage in the router pipeline. The routers need to
route the packets despite a number of faulty links in a large mesh
network.

Gem5 only supports DOR, an algorithm assuming no faulty
links in the network, so we added a fault-tolerant routing algo-
rithm named F-cube4 [2]. However, F-cube4 does not have any
learning capability, so we implemented reinforcement learning, a
machine learning technique.

For very large and complex systems, it is difficult or infeasible
to determine precisely at design time the model under which they
operate. Attaining an optimal solution cannot be guaranteed given
the vast search space and working constraints. We only use a best-
effort approach to provide a solution which may be sub-optimal.

4.1 Router

The pattern recognition module is a simple preprocessing module
to extract the general direction where the packet should be heading
from the packet’s destination node’s coordinates. It is a logical
choice to map the coordinates to four quadrants. The routing algo-
rithm is oblivious to the exact destination of the packet; it only con-
siders its general direction expressed as quadrant. The health state
of a link can be represented by one bit. Combining the quadrant,
link health states and routing state of the packet, an input pattern
is thus formed for further processing. The pattern can easily be fit-
ted into a 12-bit data item.

The conventional routing table in a router is replaced with the
KB. It is implemented as content-addressable memory (CAM) [4].
Given the pattern produced by the pattern recognition module, the
KB searches for a match in the memory to produce a solution or a
set of actions. If a match is found, the solution consists of 1) the
direction where the packet need be forwarded to; 2) the output vir-
tual channel number; 3) updated routing state. The total solution
width is less than 8 bits long. As the input width increases, the prob-
ability of having invalid combinations of fields within the input

pattern also increases. A KB implementation with regular memory
would require full memory capacity, thus a lot of the capacity will
be unused. CAM provides the flexibility to support only valid pat-
terns, and at the same time limit thememory capacity.

The KB is preloaded with solutions to the normal no-faulty-link
conditions to avoid the route computation. The KB issues an out-
put signal to indicate whether the input pattern is matched or not.
If matched, the KB outputs a set of actions; otherwise, the control
agent will send a request to the core for a solution.

4.2 Core

The router agent in the core is a software component. It executes
the F-cube4 algorithm to produce an initial solution, an alternative
direction to route the packet, which is updated to the KB and used
to forward the packet. Then the packet continues its journey.

Due to the path diversity of the mesh network, directions other
than the initially chosen one may work better. The core router
agent initiates a learning process to explore alternative directions.
There is a cost function associated with the path of delivering a
packet to the destination. The function being used is the hop count
(number of routers encountered in the path). It will be used to
select the best solution to keep, i.e., the one with the lowest cost.

To find the cost of a path, the agent sends out a special ping con-
trol packet to the destination node. As the ping packet traverses
through the network, it tallies the routers it encounters. Upon
reaching the destination node, the count is returned back to the
sender core.

There may be multiple faulty links encountered in the path.
Since each core-router pair operates independently, all the learn-
ing processes initiated take place in parallel in different core-
router pairs. Thus, the CogNoC can converge to a final solution
rather quickly.

5 EVALUATION

We run simulations with synthetic random traffic loads on a
16 � 16 mesh network. The injection rate per node is 0.01 packet/
cycle. Each node sends 1,000 packets to randomly selected nodes.
Faulty links are modeled on links between two routers. A faulty
link means packets cannot be transferred between the routers
directly. Twenty percent of all router-router links are designated as
faulty before simulation starts. The core router agent is not cycle-
accurately simulated at the moment. We estimate that the algo-
rithm execution and the communication overhead total to about
100 router clock cycles. We compare the latency performance of
CogNoC with that of a non-cognitive design, i.e., conventional
design with just addition of the F-cube4 algorithm, which we will
label as FtNoC hereon.

The simulation results show that CogNoC is able to shorten 8
percent of all routes with an average reduction of 15 percent in hop
counts on those paths, compared to FtNoC. Fig. 4 shows that ini-
tially, the average latency of CogNoC is much higher than FtNoC
because of learning new paths. After about 3,000 cycles (3 ms for
1-GHz clock rate), the latency of CogNoC becomes almost the
same as FtNoC, as almost all the necessary learnings have been
completed. Fig. 5 highlights the same figure at the low latency
range, showing CogNoC performs a bit better, by an average of
0.7 cycles, than FtNoC after the learning period.

Fig. 4. Latency comparison over an extended period of time.
Fig. 5. CogNoC performs slightly better after initial learnings.
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6 RELATED WORK

Liotta [6], Thomas et al. [8] and Martinez and Ipek [7] have pro-
posed to build data networks or multicore systems with cognitive
approach or machine learning techniques. Our proposed work tar-
gets specifically on large-scale NoC design. To the best of our
knowledge, this is the first time that cognitive concepts have been
used in NoCs using a hardware and software co-design approach.

7 CONCLUSION

We have devised a methodology for designing and implementing
cognitive NoCs. CogNoCs have ability to learn and to recognize
changes in the environment. Network constituents work autono-
mously but collectively achieve global goals. It is a holistic
approach that crosses many architectural layers.

A case study on fault-tolerant routing shows that with a simple
and straight-forward learning algorithm, CogNoC outperforms
slightly the conventional design over an extended period of time. It
is able to quickly overcome the initial learning’s large overhead.

The combination of cognitive capabilities and architectural
design makes CogNoC a promising approach to address challeng-
ing issues effected in ever increasingly complex systems. We
believe the CogNoC approach is a good way to target many large
applications that allow time for the system to overcome the initial
learning overhead. CogNoC provides many benefits: 1) better per-
formance over time; 2) simpler and smaller router design; 3) great
flexibility to accommodate different types of algorithms, which
broadens the design space and increases the applicability to many
application domains; 4) better network scalability; 5) field upgrad-
ability and repair; and 6) reduction in costs in silicon validation
and testing.
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