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Abstract 

A new interconnection network for massively paral- 
lel computang is introduced. This network is called 
a Hi er arch a1 Optical Ring INt e rconn ect ion (HORN). 
HORN consists of a single-hop, scalable, constant de- 
gree, strictly non- blocking, fault-tolerant interconnec- 
tion topology that utilizes Wavelength Division Multiple 
Access (WDMA) to provide better utilization of the ter- 
ahertz (THz) bandwidth ogered b y  optics. The proposed 
optacal network integrates attractive features of hierar- 
chical ring interconnections, e.g., simple node interface, 
constant node degree, better support f o r  locality of ref- 
erence, fault-tolerance, with the advantages of optics. 
This paper presents the HORN topology, analyzes its 
architeciural properties and presents an optical design 
methodology for it. Furthermore, a brief feasibility study 
of HORN is conducted. The study shows that the topol- 
ogy is highly amenable to optical implementation usang 
commercially avaalable optical elements. 

1 Introduction 
Parallel processing systems are a proposed solution to 

the increasing demands for processing power and com- 
putation speeds. These systems can consist of thou- 
sands of processing elements (PES) interconnected via 
an interconnection network such as in Massively Paral- 
lel Processing (MPP). Due to  the large number of PES 
contained in these systems, the interconnection network 
usually determines performance and cost. Such an net- 
work must have low interconnection complexity (such as 
a low node degree, thus low cost and ease of implementa- 
tion), relatively small diameter for such a large number 
of PES, a high degree of scalability and expandability, 
and most importantly, efficient support for both local 
and remote communications. Recent studies [l, 21 have 
shown that efficient implementation of local communi- 
cations (spatial locality) is a fundamental requirement 
for interconnection networks since PES engage in data 
transfers more frequently with nearby neighbors than 
with more distant PES. 

It is proving to be very difficult for flat interconnec- 
tion networks to  satisfy the above requirements, espe- 
cially scalability to  a large number of PES, while still 
maintaining a small diameter and low cost. Recently 

there has been strong interest in hierarchical intercon- 
nection networks [3, 41 that can provide a high degree 
of scalability while still maintaining a low network la- 
tency. The rationale behind hierarchical networks is 
based on the locality of reference found in the communi- 
cation profiles of many parallel processing applications. 
Therefore, it is desirable to  have cluster-based inter- 
connection networks where a cluster is comprised of a 
relatively small number of PES. The intra-cluster level 
should efficiently support local communication, while 
global communication will take place at the inter-cluster 
level. An additional advantage of hierarchical networks 
is modularity, but as the number of PES increases and 
the performance of each PE  increases, the demand for 
higher communication bandwidths and higher intercon- 
nect densities also increases. There are, however, some 
serious technical challenges to  making these systems a 
reality. 

A possible solution to  the realization of interconnec- 
tion networks for large parallel processors and MPPs is 
the use of optical technology [l, 5,6,  71. Optics provides 
many features such as parallelism, large bandwidth, low 
power requirements, reduced crosstalk, and better iso- 
lation than semi-conductor electronics can provide. To 
exploit the terahertz (THz) bandwidth of optics for 
large parallel processors, Wavelength Division Multi- 
ple Access (WDMA) techniques that enable multiple 
multi-access channels t o  be realized on a single phys- 
ical channel can be utilized. In a WDMA network, 
the optical spectrum is divided into many different log- 
ical channels, each channel corresponding to  a differ- 
ent wavelength. These channels can be carried simul- 
taneously on a small number of physical channels, e.g., 
optical fibers. Additionally, each network node is typi- 
cally equipped with a small number of transmitters and 
receivers (transceivers), some of these being dynami- 
cally tunable to different wavelengths. For a single-hop 
packet transmission to  occur, one of the transmitters of 
the sending node and one of the receivers of the desti- 
nation node must be tuned to  the same wavelength for 
the duration of the packets' transmission. 

Several WDMA-based network architectures have 
been introduced recently [8, 9, 10, 11, 121. This list is 
by no means complete but gives us a broad outlook on 
types of WDMA networks. Some of these architectures 
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are not size-scalable to large numbers [8, 9, 111, while 
other architectures are multi-hop [9] where a packet may 
not remain completely in the optical domain between 
source and destination. This incurs a major delay at 
each intermediate node due to  optical/electrical con- 
versions and processing of the packet for routing and 
re-transmission. Some of these networks [lo] require 
tunable transmitters and receivers at each PE  which is 
very costly at this time. Other networks [lo,  11, 121 
suffer from splitting losses incurred from star couplers. 
Finally, no distinction is made between local and re- 
mote communications in any of these networks which 
has significant performance implications.. 

The above considerations have led us to look into op- 
tical hierarchical networks to circumvent the disadvan- 
tages of current WDMA-based networks listed above. 
To this end, we present a novel interconnection topol- 
ogy, known as the Hierarchical Optical Ring INtercon- 
nection (HORN). HORN is based on a ring of buses hier- 
archical paradigm and consists of a single-hop, scalable, 
nonblocking topology. Cost-savings is accomplished 
through the low node degree while maintaining scalabil- 
ity and achieving excellent performance through the use 
of WDMA and single-hop techniques. Packets are sent 
from the source node on a distinct wavelength and ar- 
rive at the destination node with the same wavelength. 
No wavelength reconfiguration is required for changes in 
traffic. A distinction is made between local and remote 
communications where both are implemented indepen- 
dently of one another. Through wavelength re-use, we 
are able to implement both local and remote communi- 
cations efficiently. PES consist of a single, (slow) tunable 
transmitter and a small set of non-tunable receivers, 
consequently not requiring tunability at both ends. A 
connection between any two nodes does not require PES 
to forward packets, and no optical to  electrical (./e) and 
electrical to  optical (e/o) converters are required during 
routing, hence a single-hop architecture. Finally, fault 
tolerance is enforced through the use of dual rings. 

2 Topology of HORN 
In this section we define the structure of HORN in- 

cluding the wavelength assignment used, message rout- 
ing, diameter, link complexity, fault tolerance, and an 
example of a multiple access protocol. 
2.1 Definition of HORN 

It has been shown that a PE engages in data transfer 
more frequently with nearby neighbors (local communi- 
cation) than with more distant nodes (remote communi- 
cations) [2, 131. Therefore, the interconnection topology 
must be designed so that it can efficiently support lo- 
cal data transfers (spatial locality). This emphasis has 
led us to consider a hierarchical interconnection network 
topology in which the lower level network supports lo- 
cal communications very efficiently. We have chosen the 
snowflake topology [a, 131 because it is well suited for 
this type of communication. 

BORN is an optical interconnect approach that 
achieves the architectural objectives of snowflakes while 
also providing significant performance improvements in 
elements such as unity diameter, fault tolerance, non- 
blocking capability, and scalability through the use of 
WDMA and wavelength re-use. The dual rings of 

HORN are used strictly for routing and for fault toler- 
ance. WDMA is used to achieve multiple logical chan- 
nels without requiring multiple physical links. 

Figure 1 shows a diagram of a three-level HORN 
where all PES are located in the first hierarchical level 
H(1). PES in this figure are identified as black filled 
circles and switching nodes are identified as ray filled 
circles. Switching nodes are located at H e ) ,  where 
2 5 i 5 3,  and are used for routing purposes. The no- 
tation H O R N ( i )  is used to  characterize BORN where 
i represents the number of hierarchies. Figure 1 shows 
a diagram of a HORN(3)  where all groups are labeled 
using H ( n ,  g) notation such that H ( n ,  g) is used to iden- 
tify individual groups of HORN, where n refers to the 
hierarchy and g refers to  a group at hierarchy n. The 
dual rings of HORN can be seen in this figure. 

Two types of communication are possible in HORN: 
local and remote. In both cases, a packet undergoes 
o/e conversion only at the source and destination and 
no further o/e conversion is required during routing. 
Local communication takes place when both the source 
and destination PES are in the same hierarchical group 
H(1,g) where, in Figure 1, 1 5 g 5 18. By contrast, 
remote communication takes place when the source and 
destination PES are in different hierarchical groups. We 
have separated local and remote communications from 
one another in order to provide a more efficient imple- 
mentation for both communications. Local communica- 
tion employs the inner ring and remote communication 
employs the outer ring as shown in Figure 1. Switch- 
ing nodes, therefore, are not used for local communica- 
tion but are used in remote communication. Efficient 
implementation of local and remote communications is 
accomplished through the novel wavelength assignment 
which is discussed in the next section. 
2.2 Optical Wavelength Assignment for 

Assigning a unique wavelength to  all PES would be 
an ideal solution since it would make packet routing a 
trivial task. However, there is a limited number of avail- 
able wavelengths, restricting the interconnection size 
[lo,  111. The number of wavelengths available deter- 
mines the number of logical channels that is supported 
by a single line of the interconnection. While this num- 
ber may be large when considered from an information- 
capacity point of view, it may not be large enough to  
support the number of PES needed for a massively par- 
allel architecture. One method of overcoming this limi- 
tation is to  re-use wavelengths. Wavelengths are re-used 
in HORN by allowing those used in local communication 
to  be used in remote communication. 

The number of wavelengths employed for local com- 
munication equals the maximum number of PES located 
in the rings of the first hierarchy of HORN ( N I ) .  

HORN 

N1 = Ma2[1H(l, i)/Vi] (1) 
Figure 1 shows an example of the wavelength assign- 
ment of the H(1,8)  group. The wavelengths located 
next to each PE correspond to the wavelength that each 
PE receives. This same wavelength assignment applies 
to all rings located in the H(1) hierarchy. 

An ideal wavelength assignment for remote communi- 
cation would be one such that a unique wavelength is as- 

248 



signed to all distinct rings of HORN. Figure 2 shows an 
example of such a wavelength assignment for Figure 1. 
Notice that the wavelength assignment for local commu- 
nication is also shown for completeness. Communica- 
tion takes place with a source PE sending data packets 
on the wavelength assigned to  the destination PE’s ring. 
For example, PES wanting to send to  group H(1,12) do 
so by sending on X12, with all PES in this respective ring 
consuming the packet. PES, therefore, receive packets 
sent on the wavelength assigned to  their ring as well as 
on the wavelengths assigned to  higher level rings. For 
example, PES located in H ( 1 , l )  receive packets sent on 
XI, X19, and Xzz. Consequently, multicast and broad- 
cast capabilities are very naturally handled in HORN. 
PES wanting to multicast to  groups H(1,7) ,  H(1,8 , 
H(1,9),  H(1, lo),  H(1, l l) ,  and H(1,12) do so by sen d - 
ing on AZO, and PES wanting to  broadcast to all PES do 
so by sending on A22.  

All PES consist of a number of fixed tuned receivers 
that correspond directly to  the number of wavelengths 
they receive on. Assuming the wavelength assignment 
shown in Figure 2, each PE is assigned one wavelength 
for local communication, and h wavelengths for remote 
communication. Consequently, h + 1 receivers are re- 
quired for each PE. The number of wavelengths on 
which each PE receives is a small subset of the total 
number of available wavelengths in HORN and is equal 
to 18% for the wavelength assignment of figure 2. 
2.3 Message Routing in HORN 

The design of an interconnection network must per- 
mit efficient routing. PES must be able, at any point 
in time, to  establish a route to  an intended destination. 
The interconnections need each of the PES to  commu- 
nicate with the intended destinations. That this com- 
munication be established is an essential parameter in 
the design of the interconnection. In HORN, PES com- 
municate with destination nodes through either local or 
remote communication. 

One of the novel features of the HORN routing pro- 
tocol is the separation of local and remote communica- 
tions. By physically separating the two protocols, the 
routing paths do not coincide with one another as shown 
in Figure 1. 

Local communication takes place when both the 
source and destination PES are in the same hierarchical 
group, H(1, a)souree = H(1, a)destination. The Source 
PE tunes its transmitter to  the preassigned wavelength 
of the destination PE and transmits. The destination 
PE subsequently consumes the packet. Moreover, a sim- 
ple WDMA concept is employed, and a diameter of one 
is achieved for local communication. 

Remote communication takes place when the source 
and destination PES are not in the same hierarchical 
group, H(1, a)souree # H(1, a)destination. The key to  
the routing used in remote communication is the use of 
acousto-optic tunable filters (AOTFs) [14, 151, located 
in the switching nodes, that are able to route on indi- 
vidual wavelengths. AOTFs, therefore, can be thought 
of as optical switches. Configuration of the AOTF to 
a given routing algorithm is accomplished by sending 
an appropriate acoustic wave. Once the AOTF is con- 
figured, optical packets experience no delay other than 
the propagation delay through the acousto-optic cell. 

Thus, AOTFs are able to  operate as transparent opti- 
cal switches. 

2.4 Multiple Access Protocols 
HORN requires a multiple-access protocol in order 

to  prevent packets of the same wavelength from col- 
liding with one another. Examples of multiple access 
protocols include CSMA (Carrier Sense Multiple Ac- 

, CSMA/CD Carrier Sense Multiple Access with 
;:?ision Detection\, ALOHA, Slotted ALOHA, TDMA 
(Time Division Multiple Access), and Arbitration [16]. 
Variations of HORN are manifested through changes in 
Multiple Access Protocols. In this paper, and due to  
page limitations, we only discuss HORN TDMA as an 
example multiple access protocol. 

TDMA with WDMA is a very powerful means of 
sharing the enormous bandwidth (THz range) of op- 
tics. Time slots are assigned to  each of the individual 
wavelengths providing a two-dimensional sharing of the 
THz bandwidth among multiple users. A fixed time 
slot is assigned to  each PE where PES send only during 
their preassigned time slot. It is a cyclic process where 
PES wait for materialization of the time slot for trans- 
mission when previous materializations of the time slots 
are completed. 

In order to  provide for a more efficient implemen- 
tation of TDMA, two time slot assignment protocols 
which are completely independent of one another are 
employed in HORN. PES can choose to  use either one 
or both. One time slot protocol is utilized for local 
communication while the other protocol is utilized for 
remote communication. Therefore, it is possible for a 
PE to  send information using remote communication 
and send local communication at the same time if both 
time slots are active. This is the advantage of having 
two independent time slot protocols over one. 

Figure 3 shows the time slot assignment protocol em- 
ployed for local communication for the H ( 1 , l )  ring of 
Figure 1. The vertical axis shows the wavelengths em- 
ployed for local communication and the horizontal axis 
shows the time scale. The time slot assignment is con- 
structed to  allow each PE a chance to send on each of the 
available wavelengths for local communication in one cy- 
cle. This scheme was originally proposed by Dowd et 
al. [lo] for the Flat Hierarchical Architecture (FHA) in- 
terconnection network. The number of communication 
channels required for the interconnection is independent 
of the number of PES. Each PE has a chance to  send 
on all wavelength channels in one cycle. This time slot 
assignment guarantees a strictly non-blocking configu- 
ration because it is inherent in the TDMA protocol. 

Figure 4 shows the time slot assignment protocol em- 
ployed for remote communication. The vertical axis 
once again lists the wavelengths available for remote 
communication and the horizontal axis shows the time 
scale. It is exactly the same protocol as employed for lo- 
cal communication but incorporates all PES of HORN 
interconnection. N identifies the number of PES and 
IC identifies the number of wavelengths used for remote 
communication. For example, for the HORN intercon- 
nection of Figure 1, N would be equal to  234 and IC 
would equal 22. Each PE, once again, has a chance to 
send on all wavelengths in one cycle, hence a strictly 
non-blocking configuration. Both Figures 3 and 4 show 
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one time cycle with other cycles occurring in a round- 
robin cyclic process as time slots progress. 

3 Scalability issues of HORN 
In this section we discuss size scalability, cost scal- 

ability, and optical scalability issues for the HORN in- 
terconnection architecture. Size scalability refers to the 
property that the size of the network (e.g., the number 
of PES) can be increased with minor or no changes made 
to  the existing configuration. Also, the increase in sys- 
tem size is expected to result in a proportional increase 
in performance. Cost scalability is measured in terms of 
hardware required. For a system to be considered cost- 
scalable, the number of physical hardware components 
should not grow faster than O ( N 2 ) .  Optical scalability 
refers to  Power Loss and Dynamic Range calculations 
of a single ring. For the HORN interconnection, power 
loss and dynamic range calculations are simplified since 
packets are regenerated as they progress up and down 
the hierarchies. These calculations for HORN, there- 
fore, degenerate to  those of a single ring. Complexity 
scalability refers to cases when performance does not 
keep up with complexity of the interconnection as the 
number of processing nodes increase. These issues are 
detailed next. 
3.1 Size Scalability 

The overall HORN interconnection structure result- 
ing from the composition of groups H ( n ,  g) can be en- 
larged modularly to construct H ( n  + 1,s) groups ac- 
cording to  the following two approaches. The first ap- 
proach is to make H(n,g) a hierarchy of level n,  with 
H ( n +  1, g) becoming a new structure created by adding 
to H ( n , g )  the number of groups needed to  build the 
next level of the hierarchy. This construction enlarges 
the hierarchical interconnection in a uniform and reg- 
ular manner with no changes made to  existing H ( n ,  g) 
groups. When new hierarchies are formed, AOTFs have 
to be reconfigured to  reflect changes in the HORN topol- 
ogy. The second approach, to  be used when incremental 
growth is desired, is to add new PES to existing H(1) 
groups. The maximum number of PES that can exist in 
an H(1) group is limited to  the number of wavelengths 
( a )  available for maintaining local communication. Re- 
configuration of the AOTFs, however, is not required 
for incremental growth since the HORN topology in the 
macro level does not change. For both expansions, nei- 
ther the number of links nor the node degree of existing 
PES or switching nodes changes. 

The increase in size is reflected by a proportional 
increase in communication channels. The number of 
communication channels (A) available for local commu- 
nication is equal to: 

A = N  (2) 

This is a direct consequence of the requirement of as- 
signing a unique wavelength to all PES in the H (  1) rings 
as shown in Figures 2. Figure 2 also shows the number 
of communication channels available for local commu- 
nications for the H(1, l l  ring. A local communication 
channel (i.e. a unique X 1 is available to all PES at all 
times as shown in Figure 3. It can be seen from the fig- 
ure that an increase in the number of PES in HORN, re- 

sults in a proportional increase in communication chan- 
nels. 
3.2 Cost Scalability 

For a system to be considered cost-scalable, the cost 
should be less than O ( N 2 ) .  By this measure, a full 
crossbar is not considered cost-scalable. Beyond that, a 
system may scale better or worse than another regard- 
ing cost. This section evaluates the cost complexity 
of HORN which is related to  the number of transmit- 
ters, receivers, AOTFs, passive couplers, Taps, and fiber 
links required as the number of PES increase. Table 1 
shows a listing of these physical components where N 
specifies the number of PES and IH(i , j ) l  specifies the 
total number of nodes whether they are PES or switch- 
ing nodes of the j’th group at hierarchy i . The first 
three rows describe the overall PE  complexity while the 
remaining rows represent the switching node complex- 
ity. 

A mathematical expression was derived by Dowd et 
a1 [lo] that can be used in calculating the number of 
nodes at a given hierarchy of a given hierarchical inter- 
connection. This expression can be used in calculating 
the number of switching nodes ( S )  in HORN: 

The number of switching nodes is necessarily lower than 
2 N  and the number of fiber links is necessarily 

IH(1,1)1 ’ 
lower than [4N + 8&] for an arbitrarily large num- 
ber of hierarchical levels. The 4 and 8 correspond to  
the node degree of the processing and switching nodes, 
respectively. By looking at  Table 1 and looking at the 
limit expressions for the switching nodes and fiber links, 
we were able to conclude that HORN can be classified 
as being of O ( N )  in terms of cost complexity. This is 
due to  the simple node interfaces and inter-ring connec- 
tions that hierarchical rings provide. Cost expressions 
for HORN are rather small when compared to  other 
conventional networks [13]. 
3.3 Optical Scalability of HORN 

Two important parameters for optical scalability are 
power loss and dynamic range of the received signals. 
The above two parameters can limit the size of an in- 
terconnection network [17]. In HORN, however, both 
calculations degenerate to  those of a single ring as dis- 
cussed in section 3. Power loss in HORN is defined as 
any losses associated with a ring such as coupling losses 
from the fiber to  a node, coupling losses from a node 
to  a fiber, connector insertion losses, and fiber attenu- 
ation losses. Dynamic Range for a receiver is defined 
as the maximum received power to  the minimum re- 
ceived power [18]. A receiver in HORN receives various 
signals from different processing nodes on the same net- 
work, which is strictly dependent on the location of the 
source and destination nodes. This is important since 
receivers only receive signals with a narrow dynamic 
range. More quantitative discussions on power loss and 
dynamic range calculations for HORN are given below. 

Let us assume for a ring in HORN that the power 
coupling from the bus to  a node is z (0 < 2 < 1) and a 
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is the coupling loss of the Tap. Coupling losses in the 
Tap for N nodes can be defined as: 

(4) 

where Pin is the power transmitted by the source PE 
and Pout is the power received by the destination PE. 
Solving for e yields 10-QN/lO. Therefore, the ratio 
of the output power to the input power assuming two 
nodes to  a ring equals (1 - ~ ) 1 0 - " / ~ '  where the extra 
1 - x accounts for the coupling loss from the bus to  a 
node. For N nodes the ratio of the output power to  the 
input power is equal to: 

rlring - - % 2 ( 1 -  .)N-210-"N/10 
= 10(N - 2) log,,( 1 - x) + 20 log,, x - LYN@ 

If we take the derivative with respect to  x and maximize 
Vring we get: 

(6) 
2 

= N  xoptimuna 

Combining equations (5) and (6) yields: 

Figure 6 shows plots for different numbers of processing 
nodes in a ring at different values of x. 

To demonstrate the feasibility of the HORN imple- 
mentation, we have calculated the total power losses for 
our proposed system shown in Figure 1. We will be as- 
suming a 1 dB loss occurs from the insertion of the laser 
signal into the fiber and a 1 dB detector loss. Further- 
more, the fiber is assumed to  be at most 1 m in length at 
a mean operating wavelength of 960 nm. At this wave- 
length the fiber has an attenuation of 3.5 dB/km. Thus 
the fiber loss for the system is 0.0035 dB. Assuming that 
there are 16 PES in a ring further equates to  a power loss 
of about 43 dB (Figure 5). Therefore, the total power 
losses from the input laser diode to the output photo 
diode is calculated to  be approximately 45 dB. For a 
Laser Diode, from NEC (NDL7513Pl), [19] operating 
at 110 mW and a InGaAs Photo diode, also from NEC 
(NDL5461P/Pl), that can receive at 10 pW, a power 
budget of about 80 dB is attained. Consequently, this 
is well within our power loss requirements for even 16 
nodes to a ring. 

4 Optical Implementation of HORN 
Figure 7(a) and (b) shows a block diagram of the 

composition of the processing and switching nodes of 
HORN. resDectivelv. The Drocessing node. shown in 

1 2 "N/10 - figure 7(a),'consists of an EDFA (ErvbiumDoped Fiber 
- -[2*6+6'og2N+aN]dB Amplifiers), Tap (passive coupler), receiver, transmit- 

ter, and a Dassive couder. EDFA's, shown in dotted 
rlringvoptinaum -(-)210- e2 N 

. .  

(7) 
Power budget for HORN can subsequently be calcu- 
lated using rlring,optimum. The power budget for HORN 
must ensure that enough power will reach the receiver 
for reliable performance during the entire system life- 
time. Power budget must incorporate all losses in the 
system. Therefore, power budget in HORN is related 
to rlring,optimum by the following equation: 

PowerBudget = Pt, - Pmin > [2.6 + 61og2N + a N ]  
(8) - - rlring,optimum 

where Pt, specifies the transmission power and Pmin 
specifies the minimum required receiving power in dBs. 
Figure 5 shows a graph of minimum power budget values 
(in dB) for different values of N assuming LY is equal to  
1 dB. 

In HORN, the maximum received signal occurs when 
t,he source and destination PES are located counter- 
clockwise of each other, respectively. The maximum 
received power is: 

(9) 

where PO is the transmission power If, on the other 
hand, the source and destination PES are located clock- 
wise of each other the minimum received power is: 

The dynamic range is then Pmax/Pmin: 

D R  = 
10(N-2)"/10 
(1 - x)N-2 

= (N - 2)[-1010g,,(l- x) + a]dB 

(11) 

lines in the figure, are optional components for the pro- 
cessing nodes. EDFAs are only required if power budget 
calculations of a ring are not met as discussed in section 
3.3. The Tap is used to  splice the signal from the ring 
to the receiver where it can be detected depending on 
the wavelength of the signal and the wavelength that 
the receiver is tuned to. The use of EDFAs and Taps 
for a ring was originally proposed in 201. The switching 

EDFA, and an AOTF. AOTFs are optical switches that 
can route on individual wavelengths. 

The top ring in figure 7(a) is used for local commu- 
nication and the bottom ring is used for remote com- 
munication. The R,s shown are an array of fixed tuned 
receivers used for receiving packets from both local and 
remote transmissions. Consequently, by setting up the 
receivers in this manner, HORN can simultaneously re- 
ceive from both local and remote communications. The 
transmitter ( t z )  is connected to a passive coupler that 
is able to  switch between the local and remote ring de- 
pending on the communication required. 

The AOTF shown in figure 7(b) is used to  route on 
individual wavelengths. A packet is either routed to  
the hierarchy i + 1 ring or the hierarchy i ring. The 
AOTF is an electronically tuned optical filter that op- 
erates on the principle of acousto-optic diffraction. One 
salient reason for using an AOTF is its electronic con- 
trol where no optical processing is required. All AOTFs 
are initially configured, and no further reconfigurations 
are required. Other features that make AOTFs ideal for 
interconnection networks are its electronic tuning with 
a fast scan rate and a wide tuning range without sec- 
ondary passbands allowing it to route on multiple wave- 
lengths [14, 151. Moreover, the combined capabilities of 
a wide tuning range and relatively large throughput of 

node shown in figure 7(b) consists o I a passive coupler, 
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acousto-optic tunable filters make them favorable for 
the HORN interconnection. 

Due page limitations, a more detail description of the 
optical implementation will be given at  the conference. 

5 Conclusion 
We have put forward in this paper an optical hierar- 

chal interconnection topology, HORN, that is scalable 
and has a diameter of one. Efficient implementation of 
routing is done for both local and remote communica- 
tions by virtue of wavelength reusability. Furthermore, 
fault tolerance and non-blocking routing are other char- 
acteristics that have been shown for HORN. We have 
conducted a detailed scalability analysis for the HORN 
interconnection to  show the viability of using it for mul- 
tiprocessors and massively parallel systems. 

Finally, we have presented an optical design method- 
ology for the proposed network and showed that the ar- 
chitecture is highly amenable to  optical implementation. 
The physical components required are tunable transmit- 
ters, fixed tuned receivers, EDFAs, and passive couplers. 
We have shown the feasibility of these components as 
it relates to the HORN interconnection. Consequently, 
simple and cost-efficient optical implementation of the 
proposed network with existing optical hardware is pos- 
sible. 
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HORN 
Transmitters (tunable) N 

AOTF r;+ IH(i,  j ) l  

2 J-y-l IH(i,  j ) l  
Passive Couplers x;-l IH(i,  j ) l  

Fixed Tuned Receivers N * h + l  
. Tap 2N 

Fiber Links 

Table 1: Cost scalability expressions for HORN where 
N is the number of PEs,h identifies the number of hi- 
erarchies, and IH( i , j ) l  refers to the number of PES or 
switching nodes a t  the j’th group at hierarchy i. 

,.+‘ 

PE Switching Node 

Figure 1: Diagram of a H O R N ( 4 , 3 )  where PES are in- 
dicated by black filled circles and switching nodes are 
indicated by gray filled circles. All hierarchical groups 
are labeled using H ( n ,  g) where n identifies the hierar- 
chy and g identifies a unique group at hierarchy n. 

Figure 2: A wavelength assignment where there are 22 
wavelengths available for remote communications. All 
rings of all hierarchies are assigned a unique wavelength. 
The local wavelength assignment for H 1,ll) ring is 
shown with all other H(1) rings assigne 6 in the same 
manner. 

~ ~~ 

TSl  T S Z  TS3 T S U  TSS TS6 TS7 TSS TS9 TSlO TS11 T S l Z  TS13 

One Time Cycle 

Figure 3: Time slot allocation for local communication. 
The vertical axis shows the wavelengths and the hor- 
izontal axis shows the time slots. One time cycle is 
shown. In one cycle each PE can send on all wave- 
lengths. 
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One Time Cycle 

Figure 4: Time slot allocation for remote communica- 
tion. The vertical axis shows the wavelengths and the 
horizontal axis shows the time slots. One time cycle 
is shown. In one cycle each PE can send on all wave- 
lengths. 

Y 
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Figure 5: Shows a graph of the minimum Power Budget 
required for different numbers of processing nodes in a 
ring. 
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Figure 6: Shows a graph of Dynamic Range vs Pro- 
cessing Nodes for different values of power coupling loss 
from the bus to a node (3). 

Local Communicauon Rtng Local Communlcauon h n g  

I I 

Rcmotc Communication Ring (a) Remote Communicauon Rmg 

Hierarchy i Ring 
(b) 

Hierarchy i Ring 

Figure 7: Electro/optical components of HORN. (a) 
shows the composition of a PE. Rx’s represents an array 
of fixed tuned receivers and T x  represents a single tun- 
able transmitter. EDFAs are shown in dotted lines since 
they only need to be used if power budget calculations 
of a single ring are not met. (b) shows the composition 
of a switching node. 
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