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Abstract—In this paper, we describe the design and analysis
of a scalable architecture suitable for large-scale distributed
shared memory (DSM) systems. The approach is based on an
interconnect technology which combines optical components and
a novel architecture design. In DSM systems, numerous shared
memory transactions such as requests, responses and acknowledg-
ment messages propagate simultaneously in the network. As the
network size increases, network contention results in increasing
the critical remote memory access latency, which significantly
penalizes the performance of DSM systems. In our proposed
architecture called reconfigurable and scalable all-photonic inter-
connect for distributed-shared memory (RAPID), we provide high
connectivity by maximizing the channel availability for remote
communication to reduce the critical remote latency. RAPID
provides fast and efficient unicast, multicast and broadcast capa-
bilities using a combination of aggressively designed wavelength
division multiplexing (WDM), time division multiplexing (TDM),
and space division multiplexing (SDM) techniques. RAPID is
wavelength-routed, permitting the same limited set of wavelength
to be reused among all processors. We evaluated RAPID based on
network characteristics, power budget criteria, and by simulation
using synthetic traffic workloads and compared it against other
networks such as electrical ring, torus, mesh, and hypercube
networks. We found that RAPID outperforms all networks and
still provides good performance as the network is scaled to very
large numbers.

Index Terms—Cache coherence, distributed shared memory, op-
tical interconnects, scalable optical networks.

I. INTRODUCTION

ARGE-SCALE distributed shared-memory (DSM) mul-

tiprocessors, also called cache-coherent nonuniform
memory access (cc-NUMA) systems, provide a shared ad-
dress space supported by physically distributing the memory
among different processors [1], [2]. The key strength of DSM
systems is that communication occurs implicitly as a result of
conventional memory access instruction (i.e., loads and stores)
which makes them easier to program. Each processor has its
own hierarchy of caches to retain recently accessed data that
can be quickly reused, thereby avoiding contention for further
memory accesses. In DSMs, the use of private cache, poses
the complex problem of cache coherence; namely how data,
coherence is maintained among various copies of data which

Manuscript received December 25, 2003; revised May 11, 2004. This work
was supported by NSF Grant CCR-0000518.

The authors are with the Department of Electrical and Computer Engineering,
University of Arizona, Tucson, AZ 85721 USA (e-mail: louri@ece.arizona.
edu).

Digital Object Identifier 10.1109/JLT.2004.833249

can reside in multiple caches and main memory. Snooping
cache coherence protocol broadcasts every transaction to all
nodes in contrast to directory-based protocols which depend on
maintaining the identity of sharers (at the directory) to avoid
the need for broadcasts, and are much better suited for larger
designs. The requesting nodes transmit coherence transaction
over an arbitrary point-to-point network to the directory entry
(home node), which either replies with the data (if the block
is clean) or forward the request to the owner node that is
caching the block (if the block is dirty) [1], [2]. An example
of the state-of-the-art DSM machine is the SGI Origin 2000
[3] which can scale up to 512 nodes. One of the fundamental
communication problem in DSM systems that significantly
affects scalability, is the increase in remote memory access
latency as the number of nodes in the system increases. (The
remote memory latency is the latency in accessing a memory
location in a processor other than the one originating the request
and includes both the communication latency and data access
latency from remote memory.) A remote memory access takes
1-2 orders of magnitude longer than the local memory access,
with most of the time consumed in communication over the
interconnection network of the machine. Latency reducing
techniques (reduces average time between when the processor
issues a reference and when the memory responds) and latency
hiding techniques [4] (overlaps memory access with useful
processor computation) are commonly used to tolerate large
remote latencies. However, these successful and efficient la-
tency-tolerating techniques require much more bandwidth, and
create much more memory traffic in the network. In addition,
every transaction in a DSM system consists of a request,
response (data) and several acknowledgment messages. As
the system size increases, more processors are injecting more
messages (both transaction related messages and latency toler-
ating requests) into the network that causes network contention
[5], [6] for various shared resources such as virtual channels,
network buffers, network interface accesses, etc. Moreover,
synchronization operations, that are required to implement crit-
ical sections or to exploit parallelism across loop iterations in a
parallel program can lead to highly contended and concentrated
accesses of shared data objects (hot spots) for a short duration
[7]. Communication paradigms such as multicast and broadcast
algorithms (essential for synchronization and to reduce hot
spots) are generally more complex to implement and expensive
(in terms of latency) using electrical interconnects.
Additionally, the International Technology Road Map for
semiconductors projects that by 2010 the off-chip clock speeds
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to reach 1.8 GHz, the width of the off-chip bus to reach 3000
high speed lines and a total off-chip I/O capacity of 4-40 Tb/s,
which will be a major challenge to achieve using conventional
electrical wire technologies. With growth in the system size
of DSMs, increase in overhead costs of the interconnect and
coherence mechanism along with lack of sufficient memory and
communication bandwidths cumulatively result in a significant
increase in the critical remote memory access latency and
makes it challenging to scale DSMs to a large number of nodes
while maintaining reasonable performance levels across a wide
variety of applications at a reasonable cost.

A. Optical Interconnects for Distributed Shared Memory
Multiprocessors

One technology that has the potential for providing higher
bandwidths and lower latencies at lower power requirements
than current electronic-based interconnects is optical intercon-
nects [8], [9]. The use of optics has been recognized widely as a
solution to overcome many fundamental problems in high-speed
and parallel data communications. Recently, there have been
significant developments in optical and optoelectronic devices
(vertical cavity surface emitting laser and photodetector arrays
[10]-[12], arrayed waveguide grating [13], [14], microoptical
components [15], etc.) and packaging technologies (OE-VLSI
heterogeneous integration [16], smart pixel technology [17])
which make optical interconnects a viable and cost-effective op-
tion for building high bandwidth, low latency, and scalable op-
tical interconnection networks.

This paper proposes the application of optical interconnect to
the design of scalable interconnection networks for distributed
shared-memory parallel computing systems. The proposed
architecture, called “reconfigurable and scalable all-photonic
interconnect for distributed-shared memory” (RAPID), dra-
matically reduces the critical remote memory latency in high-
performance DSMs

1) by increasing the connectivity and maximizing the
channel availability using wavelength division multi-
plexing (WDM), time division multiplexing (TDM), and
space division multiplexing (SDM) techniques that result
in further increasing the memory bandwidth;

2) by using a decentralized wavelength allocation and wave-
length reuse schemes such that any node can reach any
other node with a maximum of 1-2 hops for very large net-
work sizes and thereby provide sufficient bandwidth per
processor for the cost per processor;

3) by implementing an innovative media access protocol that
lowers the waiting/queueing time for packet transmission
and by implementing efficient multicast and broadcast
functionality, which will help reduce the part of memory
latency associated with the implementation of synchro-
nization operations.

The objective of this paper is to design DSM systems using op-
tical interconnects that supports scalable bandwidth and low la-
tency without large overhead in hardware costs and results in a
significant reduction in remote memory latency while allowing
the system to scale to a large number of processors.
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B. Related Work

In the SPEED architecture [18], write requests are broad-
cast using the snooping protocol and read requests are unicast
using the directory protocol. The I-SPEED coherence protocol
used for this architecture implement a single owner for dirty
blocks to preserve the consistency of caches. SPEED uses a
star coupler that can result in significant losses in the system
as the number of nodes increases. Lightning network [19] uses
directory cache coherence protocols in which all transactions
are completed in a single hop and is constructed as a tree con-
figuration with a wavelength partitioned at each level of the
tree. The media access protocol in Lightning, called FatMac
[20], requires all nodes to broadcast for channel allocation.
We have adopted the token-based allocation, which is decen-
tralized without requiring broadcast mechanism for channel
allocation.

II. ARCHITECTURAL OVERVIEW

In this section, we describe and explain the design of
RAPID architecture. A RAPID network is defined by a 3-tuple
(P, D, G) where (G is the total number of groups, D is the total
number of node per group, and P is the number of processors
per node. In this paper, we assume P = 1 for all network
sizes, therefore we drop P; each node is identified as R(d, g)
where 0 < g < G—-1;0<d <D —1suchthat G < D.
This condition enables every group to communicate to every
other group. The total number of processors in RAPID is the
multiplicative factor N = P x D X G.

Fig. 1(a) and 1(b) shows the RAPID architecture. In Fig. 1(a),
each node in RAPID network, contains the processor and its
caches, a portion of the machine’s physically distributed main
memory, and a node controller (shown as a bus) which manages
communication within nodes. Few nodes (0 up to D—1) are con-
nected together to form a group. All nodes are connected to two
subnetworks; a scalable intragroup interconnection (IGI) and a
scalable intergroup remote interconnection (SIRI) via the inter-
group passive couplers (IGPC). We have separated intragroup
(local) and intergroup (remote) communications from one an-
other to provide a more efficient implementation for both com-
munications. Fig. 1(b) shows the conceptual diagram of RAPID
network. Each group containing a few nodes on a system board
is connected to SIRI using IGPC. All interconnections on the
board are implemented using waveguide optics for shorter dis-
tances and the interconnections from the board to SIRI are im-
plemented using fiber optics for longer distances. Fibers are
chosen for longer distances as they can be extended to different
lengths, when more nodes are added, as opposed to waveguides.
All details regarding the RAPID network implementation are
explained in Section III.

Fig. 2 shows the functional diagram of RAPID. As seen, the
figure shows D = 4 (nodes) and G = 4 (groups). Each node
is identified by R(d, g), with d as the node number and g as the
group number. Within a group, all nodes are connected to multi-
plexers and demultiplexers for intra- and intergroup communi-
cation. For intergroup communication, all nodes are connected
to SIRI via IGPC, the subscript indicates IGPC associated with
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(a) Architectural overview of RAPID. Every node is connected to two scalable subnetworks; a scalable local intragroup subnetwork and a scalable

remote intergroup subnetwork. (b) Conceptual diagram of RAPID network. Several processing nodes are connected to intragroup and intergroup multiplexers and
demultiplexers. All groups are connected via optical fibers and IGPC to the SIRI.

the group. We will use this system to discuss the wavelength al-
location, message routing for both local and remote communi-
cation and, the design of RAPID to support multicast and broad-
cast communications.

A. Wavelength Assignment in RAPID

We propose a novel method based on wavelength reuse and
spatial division multiplexing (SDM) techniques to design an ef-
ficient wavelength assignment strategy. The proposed method-
ology allows wavelengths to be reused when they are spatially
separated, that is, when they are used at the local (intragroup)
level or remote (intergroup) level. By doing so, we can have
a much greater number of nodes while requiring only a small
number of distinct wavelengths to implement the entire system.

1) Wavelength Assignment for Intragroup Communica-
tion: The number of wavelengths employed for local commu-
nication equals the maximum number of nodes, D located in
each group of the system. Fig. 3(a) shows an example of the
intragroup wavelength assignment (of RAPID system shown
in Fig. 2) and shows group 0. The wavelengths located next to
each node correspond to the wavelength that each node receives

on. This same wavelength assignment applies to all groups
shown in Fig. 2. For example, R(1,0) to transmit to R(3,0)
in group 0, R(1,0) would simply transmit on the wavelength
assigned to node R(3,0) (e.g., A3). Similarly from Fig. 2, for
node R(0,1) to transmit to R(3,1) in group 1, node R(0,1) would
transmit on the wavelength assigned to node R(3,1), i.e., As.
Therefore, distinct wavelength allocation in different groups is
possible by assigning an unique wavelength to every node at
which it can receive optical packet from other intragroup nodes.

2) Wavelength Assignment for Intergroup Communica-
tion: In our remote wavelength assignment scheme shown in
Fig. 2, all nodes within the source group is assigned a unique
wavelength at which it can transmit to communicate with any
destination group. We consider anti-clockwise as the direction
of propagation on the scalable intergroup interconnect. Remote
wavelengths are indicated by )\5-1), where j is the wavelength and
i is the group number from which the wavelength originates.
In Fig. 2, any node in group 2 can communicate with group 3
on )\:(52) , any node in group 2 can communicate with group 0 on
/\9) and any node in group 2 can communicate with group 1
on /\52). A cyclic wavelength allocation scheme is used and is
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Functional diagram of RAPID network. The figure shows D = 4 (nodes) and G = 4 (groups). Each node is identified by R(d, g), d as the node number

and g as the group number. In addition, each node is shown with actual number for clarity. For example, node 4 in group 1 is identified as R(0,1). Within a group,
all nodes are connected to multiplexers and demultiplexers for intra- and intergroup communication.

TABLE 1
WAVELENGTH PRE-ALLOCATED FOR DIFFERENT SOURCE GROUPS
(SG) AND DESTINATION GROUPS (DG)

DGO DG1 DG2 DG3 DG (G-2) DG (G-1)
SG o A AG-1 AG-2 Ag-3 A2 A
SG 1 S VIR VS VAP Vs A3 Ao
SG 2 SYRRS VIR VR Ve M\ A3
SG 3 P D VD v As s

SG(G-2) | A\g-2 Ag-3 A4 A5 Ao AG-1

SG(G-1) | A\g-1 Ag-2 Ag-3 Ag-4 A1 Ao

shown in Table I. The SG are the source groups and DG are the
destination groups. Every destination group receives the same
set of wavelengths (A¢ ... A(g—1)) from various source groups.
However, different source groups transmit wavelengths that are
shifted by 1 wavelength to different destination groups. Note
here that, the wavelength \q is the wavelength at which every
group communicates with itself. This wavelength is used to
multicast transaction requests to all nodes within a group. For
remote traffic, the number of wavelengths required to obtain the

connectivity mentioned above, is G, i.e., (G — 1) wavelengths
are required to communicate with every other group and 1
wavelength for multicast communication. The destination
nodes are fixed for every intergroup communication, i.e., for
remote communication with group 2 as the destination, node
R(0,2) always receives data on Aj, R(1,2) always receives
data on Ay and node R(2,2) always receives data on A3 and
so on. Generalizing, V g, the destination node within g, for
wavelengths J\;, is node (i,g). This gives us the criteria, that the
there should exist at least D nodes within a group to receive
data from G groups, i.e., D < G. In RAPID, it is possible to
have D > @, as there will always be a destination node to
receive signals from other groups. In RAPID, the wavelengths
that are used for local communication are completely reused
for remote communication which enables scalability.

B. Message Routing in RAPID

1) One-to-One Intragroup Communication: Local commu-
nication takes place when both the source and destination nodes
are in the same group, R(4, ¢)source = R(k, §)destination- The
source node tunes its transmitter to the preassigned wavelength
of the destination node and transmits using waveguides.
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2) One-to-One Intergroup Communication: Remote (in-
tergroup) communication takes place when both the source
and destination nodes are on different groups, R(j, ¢)source
and R(k,m)destination- Now, node R(j,g) can transmit the
packet on a specific wavelength to group m. The destination
node in group m which can receive the packet from group
g may not be node k (the intended destination). To illustrate
this, consider Fig. 2. Let the source node be R(1,1) and the
destination node be R(0,3). The source node can transmit to
group 3 on wavelength \s. The destination node which receives
packets for remote communication in group 3 on wavelength
Ao is R(2,3). So, node R(1,1) transmits on A3 and the packet
is received by node R(2,3). R(2,3) then uses the local group
interconnection to forward the packet to node R(0,3) on wave-
length Ag. Therefore, a single optoelectronic (O/E) conversion
takes place at node R(2,3). In some cases source node R(7, g)
may directly transmit to destination node R(k,m). RAPID
requires a maximum of two optoelectronic conversion, one at
the intermediate node and another at the final destination, to
implement complete connectivity for any network size. This is
possible as the wavelength assignment algorithm designed for
remote group permits high connectivity.

3) Multicast and Broadcast Communications: We discuss
how multicast communication on a given group is possible
in RAPID. There are two cases, 1) when the source node
is located within group, R(d,¢)source = R(9)destination
and 2) when the source node is located outside the group,
R(d, 9)source # R(g)destination- We use wavelength Ao for
multicast communication. Considering the first case, the
source nodes transmits the packet on wavelength \y. This
packet is routed back to the same group and is broadcast to
all nodes within the group. To illustrate with an example,
consider node R(0,0) wants to send a multicast message to
group 0. It transmits the packet on A¢ which is routed back to
group 0 and is received by all nodes in group 0. Considering
the second case, the source node uses the previously men-
tioned remote group communication pattern and transmits the
multicast packet to a particular destination node within the
group. Now, the destination node within the group transmits
the packet on Ay which is routed back to all nodes within the
group. To illustrate with an example, consider node R(1,1) that
sends a multicast packet to group 3. It transmits on Ay and the
destination is node R(2,3) on group 3. R(2,3) then retransmits
the packet on Ay which reaches all nodes within group 3.
Similarly, broadcast communication is possible in RAPID by
extending the multicast routing algorithm. The source node
will transmit the multicast messages to all (G — 1) destination
groups. The specific destination nodes will then retransmit the
request on Ao such that all nodes within its group receive the
message. The source node also transmits on Ay to send the
multicast message to all nodes within its own group. More
details regarding the media access protocol in RAPID can be
found in [21].

III. OPTICAL IMPLEMENTATION

In this section, we explain the optical components needed
for the implementation and integration of the proposed network

2105

architecture using current CMOS technology. The key com-
ponents of the proposed architecture are multiwavelength ver-
tical cavity surface emitting lasers (VCSELSs), photodetectors,
waveguides/fibers, directional couplers, multiplexers, and de-
multiplexers.

A. Optical Component Specifications

Laser Sources: VCSELs are a natural candidate as laser
sources in the proposed architecture, owing to their ease of
fabrication in one- and two-dimension arrays, high power,
good optical coupling to fibers, and low cost. Multiwavelength
transmitters require either a tunable laser or an array of fixed
wavelength lasers. Multiple wavelength VCSEL arrays could
be the design choice for laser sources both for inter- and intra-
group communications [22]. Multiwavelength VCSEL array
consisting up to 16 channels having a maximum wavelength
span of 46 nm, emitting at 1.1-1.2 ym and a wavelength
spacing of 0.7 nm have been reported [12]. We will consider a
similar VCSEL array for our proposed architecture.

Waveguides/Fiber Ribbons/Couplers: Optical polymers are
increasingly considered as highly versatile elements that can be
readily transformed into single-mode, multimode, and microop-
tical waveguide/fiber structures [23]. The multiplexer in our pro-
posed architecture is designed as a tree of 1 X 2 couplers con-
structed using optical polymers to comine the various signals
from different modes [24].

Demultiplexers: The key components of the WDM systems
are demultiplexers, for separating the various signals. Integrated
optic demultiplexers have been either grating-based or phased
array based devices (also called arrayed waveguide gratings)
[13], [14], [25]. In phased-array based devices the focusing and
dispersive properties required for demultiplexing are provided
by an array of waveguides, the length of which has been chosen
such as to obtain the required imaging and dispersive properties.
The length of the array waveguides is chosen such that the op-
tical path length difference 7L between adjacent waveguides
equals an integer multiple of the central wavelength of the de-
multiplexer [14], thus attaining a phase difference at the wave-
guide exit and is given by

ne v L = mMg ()

where 7. is the effective refractive index of the arrayed wave-
guide, m is the diffraction order and ) is the center wavelength.
The most important parameter of the wavelength multiplexer is
the channel spacing /Ao and is obtained by

T nsd [n -1
S IO

where vz is the spacing of the output waveguide, n is effective
refractive index of the slab waveguide, d is the pitch of the ar-
rayed waveguide, n, is the group index. \7z and d values should
be small to realize a narrow wavelength spacing and at the same
time it is necessary that the waveguides be sufficiently separated
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for no interaction. Free spectral range (FSR) is the spacing be-
tween the center wavelengths and orders from (1) and is given

by

)\0 Ty -

m \ e ’
The maximum number of wavelength channels M depends on
the FSR. The bandwidth of the multiplexed light, thatis M 57 Ag

must be narrower than the FSR to prevent the overlapping of
orders in the spectral region. Accordingly

~1
M< 20 <n9) .
mv)\

The VCSEL array chosen for the proposed architecture has a
wavelength span of over 46 nm and a channel spacing 7 \¢ of
0.7 nm [12]. The center wavelength, Ag is 1119 nm, choosing
vz and n. = 1.47, ny = 1.497, and ns = 1.539, and from (2)
we can calculate f x m to be 0.092. Choosing suitable values for
f = 2.1 mm and m = 42, and from (3), we can determine the
FSR to be 25.44 nm. From (4), the maximum number of chan-
nels, M should be eight channels. The length 57 L is determined
from (1) to be 31.97 um. The number of waveguides N is not
a dominant parameter and we assume that 201 waveguides are
required [14].

FSR = 3)

“4)

B. Optical Integration Methodology

Optical interconnects based on complimentary-metal-oxide-
semiconductor CMOS/VCSEL technologies have been widely
proposed for high-performance computing applications [16],
[17]. The approach followed in our design is the most widely
used hybrid integration using flip-chip bonding of OE-VLSI
components. The VCSEL/PD arrays can be fabricated on
a GaAs substrate such that the devices are designed to be
back-side emitting because of the desire to flip-chip bond them
to CMOS driver circuits. The n-contact and p-contact should
then be on the top surface of the wafer to facilitate electrical
connectivity with CMOS circuits. GaAs substrate can then be
selectively etched leaving the VCSEL/PD contact pad on the
backside of the wafer and all optical sources/detectors on the
other side of the wafer. The VCSELs and PDs can now be
integrated onto the CMOS driver using flip-chip bonding and
substrate removal techniques [11], [16].

In Fig. 3, we propose a possible optical implementation of the
DSM architecture, which could be constructed directly onto the
PCboard. Each PC board is a group, containing a few processing
nodes as shown. The nodes are connected to the intragroup
(local) multiplexer and the multiplexed output is coupled using 1
x 2 couplers to the local demultiplexer. The demultiplexer used
in our proposed architecture is the low-loss arrayed waveguide
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grating (AWG) that can be integrated using planar waveguide
technology. As each node will receive the signal specified on
a given wavelength, the demultiplexed output from the local
demultiplexer is sent to the respective node using waveguides.
For intergroup (remote) communication, signals on different
wavelengths from the nodes are combined using remote mul-
tiplexer, directional couplers, and IGPC demultiplexer. Each
demultiplexed signal is then selectively merged with the traffic
on the scalable remote intergroup interconnects. The merging of
signals should ensure that different wavelengths are combined
to separate fibers. As shown, wavelength )\gg ) from this group
g, is coupled with the fiber containing the signal on wavelength
/\Sg - originating from the previous group (g — 1). Similarly,
wavelength /\gg ) from this group g, is merged with the fiber con-
taining signals on wavelengths )\(()g 2 and Aﬁ-" U These signals
originated from previous groups (g —2) and (g— 1), respectively.
The wavelength /\gg ) does not merge with any existing fiber, but
creates a new fiber channel to which successive groups will
merge different wavelen%ths This multi Flexed signal containing
wavelengths )\(g )\(g DAL=, will be received by
the group g and forms the 1nput to the multlcast unit, shown in the
inset in Fig. 3. This unit consists of an optical circulator and fiber
Bragg grating and is used exclusively for separating the broad-
cast wavelength. By tuning the Bragg grating to wavelength )\
we can drop this multicast wavelength from the multiplexed
signal. )¢ is then broadcast to all the nodes within the group.
The remaining signals can then be demultiplexed and returned
to the respective node.

IV. PERFORMANCE EVALUATION

In this section, we evaluate the performance of RAPID for
DSMs by analyzing the network characteristics, scalability
based on power budget, and BER criteria and performance
based on simulation.

A. Comparison With Other Popular Networks Based on
Network Characteristics

The scalability of RAPID architecture with respect to several
network parameters is discussed. RAPID R(d, g) is compared
with several well-known network topologies such as a tradi-
tional crossbar network (CB), the Binary Hypercube, the Ring
network, the Torus, two—dimensional (2-D) Mesh, and Scalable
Optical Crossbar Network (SOCN) [24]. Each of these networks
will be compared with respect to degree, diameter, number of
links and bisection width. Fig. 4(a) shows a comparison of the
node degree of various networks with respect to system size
(number of nodes). For RAPID network, the node degree re-
mains constant for any network size, i.e., even for 1000-node
network, and each node needs to be connected only to IGI (local
communication), to IGPC (remote communication) and to the
multicast channel. Fig. 4(b) shows a comparison of the diam-
eter of various networks with respect to system size. In RAPID,
to support better connectivity using limited wavelength, a diam-
eter of 2 is achieved for any network size. This is comparable
to other less scalable networks such as the crossbar and better
than other scalable networks such as the Torus and the Hyper-
cube. Fig. 4(c) shows the plot of the bisection width of various
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network architectures with respect to the number of processors
in the system. The crossbar and the hypercube networks pro-
vide much better bisection width than RAPID network. Yet, the
bisection width of RAPID network is very comparable to the
best of the remaining networks. Fig. 4(d) shows the plot of the
number of network links with respect to the number of proces-
sors in the system. RAPID shows the least cost for intergroup
communication, thereby showing a much better scalability in
the number of links for very large-scale systems.

B. Power Budget and BER Estimation

Calculation of a power budget and the signal-to-noise ratio
(SNR) at the receiver is important for confirming the realiz-
ability and scalability of any optical interconnect implemen-
tation. The SNR at the receiver gives an indication of the ex-
pected bit-error rate (BER) of the digital data stream. For a
parallel computing interconnect, the required BER may be as
low as 1071%. For such a BER, we computed that the received
power should be 9.487 uW or —50.2284 dB or —20 dBm [26].
High-powered VCSEL arrays delivering output power as high
as 2 mW or —26.989 dB have been reported [12]. The total op-
tical loss in the system is the sum total of the losses (in decibels)
of all optical components that a beam must pass through from
the transmitter (VCSEL array) to the receiver (photodetector).

We first calculate the losses in the system for intragroup in-
terconnections. The various losses are VCSEL-waveguide cou-
pling (—0.2 db), propagation in the waveguide/fiber (—0.5 dB),
arrayed waveguide grating (AWG) (—2.1 db x 2) for demulti-
plexing, 1 X 2 coupler array (—3 dB x log,(d)). The loss in an
AWG up to 32 channels with 1 nm (100 GHz) channel spacing
can be as low as 2.1 dB [25]. The local loss has a strong depen-
dence on the fixed coupler loss of —3 dB times the number of
local intragroup nodes D. Based on the total loss, we can have
a maximum of 128 nodes. However, a practical system can only
support four nodes because a typical board is 1031 cm? area
[3]. For remote intergroup one-to-one communication, all the
losses for intragroup interconnection will also be present. The
other losses are an additional AWG (—2.1 db) @ directional cou-
plers at the IGPC —0.225 x G, circulator (—0.5 dB), fiber Bragg
grating (—0.5 db), waveguide-to-fiber connector (—0.5 dB), and
additional propagation loss in the fiber/waveguide (—0.5 dB).
Note, that the total remote losses are added to the total local
losses to give —10.1 dB —0.225 dB x log,(G)—3 dB xG. Now,
with G = D, the number of groups that can be connected
is approximately 16. This implies that RAPID can scale up to
256(= 16 x 16) nodes, though current board sizes limit the
number of nodes per board to 4, and the system size to 16
nodes. RAPID uses only passive technology for routing between
sources and detectors such as gratings (AWG, fiber Bragg, 1 x 2
couplers, and waveguide/fiber optics. The use of passive tech-
nology are twofold: 1) the optical signal transfer is much faster
since there is no optical switching or conversion, and 2) the cost
of constructing the architecture reduces considerably.

C. Simulation Methodology and Assumptions

In this section, we describe the simulation methodology and
the results obtained by comparing RAPID with few scalable
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electrical networks such as the 2-D Mesh, 2-D Torus, Hyper-
cube, and the classical ring. We use CSIM [27], a process-ori-
ented, discrete-event model simulator to evaluate the perfor-
mance of RAPID network using synthetic traffic workloads. In
this simulation, we model accurately contention at all resources
for both electrical and optical networks. In this simulation, we
model accurately contention at all resources for both electrical
and optical networks. Each node of the simulated network con-
tains 1 GHz processor and 8 MSHRs (miss status holding regis-
ters). L1 cache hit time is 1 cycle, L2 cache hit time is 15 cycles,
cache-to-cache transfer is 25 cycles, and memory access time is
70 cycles.

In our simulated model, a processor generates a maximum of
Nrequests memory requests at an average rate of Piragmc (Poisson
distributed) requests per cycle. The caches in our model use
miss status holding registers (MSHRs) [1] to track the status
of all outstanding requests. If no MSHR is available when the
processor generates a request, then the processor is blocked
from sending requests until the next clock cycle after a reply
arrives that frees the MSHR. The generated request is satisfied
at the caches with a probability of Pr; (at L1) and a proba-
bility of Pr2) (at L2). This request reaches the directory and
memory module of the concerned node with a probability of
[1 — (Pr1 + Pr2)]. With a probability of P,onop, the request
is locally satisfied and with a probability of (1 — Phohop), this
request is considered to be a remote memory request. In case of
a clean block, for load/store miss, with a probability of Popqyp,
the request is satisfied at the remote memory. In case of a dirty
block for load miss, with a probability of Pspop, the request
is forwarded to the owner. Cache to cache transfer of the re-
quested block takes place and the home node replies with the
acknowledgment message to the requestor. In case of a store
miss for a dirty block, the home node is responsible for col-
lecting invalidations from Ngp.,ers before acknowledging the
request for exclusive permission. All the above simulation pa-
rameters were chosen from different technical manuscripts [28]
and these parameters were consistent for both optical and elec-
trical networks. Contention is modeled at all system resources;
MSHRs, directory/memory modules, network interfaces, virtual
channels (in case of electrical networks) and optical tokens (in
case of RAPID).

For the electrical network, wormhole routing is modeled with
a fit size of 8 B and up to four virtual channels per link. Non-
data size message size is 16 B, data size messages are 64 B,
router speed is 500 MHz, router’s internal bus width is 64 B,
and channel speed is 10 GHz. Various routing, switching and
propagation times [28] are chosen such that they reflect future
high performance electrical interconnect technology. For the op-
tical network, we assume a channel speed of 10 GHz, based
on current optical technology [12]. We model O/E (optical to
electrical) and E/O (electrical to optical) delays of 12.8 ns (=
16 b x 8/10 GHz). The optical packet can be processed as soon
as the header is received, thereby reducing the latency. The op-
tical token consists of 16 b, under the assumption that the max-
imum 4 * 4 (16 nodes) are present. The first 4 b are used as
local token bits, one per node and the remaining 4 b are used for
global tokens, one per group. The token passing latency is com-
pletely overlapped with the packet transmission latency, i.e., a
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Fig. 5.

(a) Average remote latency when the number of MSHRs is equal to 2, 4, and 8 for RAPID and other electrical networks for 64 nodes. (b) Average remote

memory latency when the coherence and the data block size is doubled for 64 nodes for various networks.

node that begins transmission on a specific wavelength can im-
mediately transmit the token to the next node.

D. Simulation Results

Execution Time: Fig. 4(e) shows the execution time for
varying number of nodes for both the simulated electrical and
optical networks. RAPID outperforms all networks by maxi-
mizing the channel availability and maintaining a low diameter
for large number of nodes. RAPID outperforms the classical
ring by almost 89% for 512 nodes. This can be attributed to
the large increase in network diameter for the ring network
(N/2). The mesh and torus have similar latencies, with RAPID
performing them by almost 86% for 512 nodes. The hyper-
cube performs reasonably well, though RAPID outperforms
hypercube by almost 38%. All electrical networks showed
different latencies depending on how many switches needed to
be traversed.

Average Memory Latency: Fig. 4(f) shows the average re-
mote memory access latency. RAPID performed the best as
compared to all other networks. RAPID outperformed hyper-
cube by 46%, the mesh torus by 87%, and the classical ring by
91%. RAPID, even though undergoes a single optoelectronic
conversion, provides better utilization of the bandwidth by dis-
tributing the load on various wavelengths. Therefore, the av-
erage remote memory latency increases less than linearly for
RAPID.

Effects of Varying MSHRs: Fig. 5(a) shows the average re-
mote memory access latency for various network topologies
consisting of 64 nodes. The MSHRs handle all the outstanding
requests from the node. If all MSHR are occupied, no new re-
quest will be injected into the network and this prevents the
nodes from flooding the network. When the MSHR is equal to
2 or 4, all networks perform reasonably well. When the number
of MSHR is increased to 8, we see that the average latency al-
most doubles for mesh and the torus. This is due to the increased
contention as more requests are being injected into the network.
RAPID performs reasonably well, the increase is around 57%
and is comparable to hypercube (60%).

Effects of Varying the Coherence and Data Packet
Sizes: Fig. 5(b) shows the effects of varying the coherence and
data packet sizes on the average remote memory latency for 64
nodes. 1x refers to 16 B coherence packet size and 64 B data
packet. 0.5x refers to 8 B and 32 B coherence and data packet,
respectively. RAPID is sensitive to packet size changes, as seen
from the plot.

V. CONCLUSION

In this paper, we developed an optically interconnected ar-
chitecture called RAPID to reduce the remote memory access
latency in distributed shared memory multiprocessors. RAPID
was completely conceived and developed using passive optical
technology for routing between sources and detectors making
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the proposed architecture much faster and inexpensive as com-
pared to other optical and electrical architectures. RAPID, not
only maximizes the channel availability for intergroup com-
munication, but at the same time wavelengths are completely
reused for both intragroup and intergroup communications. This
novel architecture fully utilizes the benefits of wavelength di-
vision multiplexing along with space division multiplexing to
produce a highly scalable, high bandwidth network with low
overall latency that could be very cost effective to produce. This
network architecture provides distinct performance and cost ad-
vantages over traditional electrical interconnects and even over
other optical networks.
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