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Abstract—The increasing number of cores on a chip has made the network on chip (NoC) concept the standard communication

paradigm for chip multiprocessors. A fault in an NoC leads to undesirable ramifications that can severely impact the performance of a

chip. Therefore, it is vital to design fault tolerant NoCs. In this paper, we present Shield, a reliable NoC router architecture that has the

unique ability to tolerate both hard and soft errors in the routing pipeline using techniques such as spatial redundancy, exploitation of

idle cycles, bypassing of faulty resources and selective hardening. Using Mean Time to Failure and Silicon Protection Factor metrics,

we show that Shield is six times more reliable than the baseline-unprotected router and is at least 1.5 times more reliable than existing

fault tolerant router architectures. We introduce a new metric called Soft Error Improvement Factor and show that the soft error

tolerance of Shield has improved by three times in comparison to the baseline-unprotected router. This reliability improvement is

accomplished by incurring an area and power overhead of 34 and 31 percent respectively. Latency analysis using SPLASH-2 and

PARSEC reveals that in the presence of faults, latency increases by a modest 13 and 10 percent respectively.

Index Terms—Network-on-chip, router architecture, hard faults, soft errors, mean time to failure

Ç

1 INTRODUCTION

RAPID technology scaling [1], [2] into the deep nanometer
regimes has facilitated designers to fabricate billion tran-

sistor chips. The abundant availability of on-chip transistors
coupled with the desire to design low power chips that either
maintain the same level of performance or improve perfor-
mance compared to their predecessors has led to the inception
and rise of chipmultiprocessors (CMPs). As a result, there has
been a paradigm shift from the design of computation ori-
ented architectures to communication oriented architectures
wherein, the communication between multiple computa-
tional cores on a single chip plays a crucial role in the perfor-
mance of the chip. The need to efficiently handle the strict
communication requirements of CMPs has led to the incep-
tion of network-on-chip (NoC) paradigm [3], [4], [5].

While the decreasing feature size resulted in smaller gate
delays, it has exacerbated the global wire delay prob-
lem [6], [7]. NoC overcomes the problems associated with
this global wire delays and very limited bus bandwidth by
replacing the ad-hoc shared buses with a modular and flexi-
ble interconnect structure comprised of shorter wires
thereby increasing simultaneous communication and on-
chip bandwidth [8], [9], [10], [11], [12], [13], [14], [15], [16]. A
typical NoC is comprised of links and routers that are used
for data transmission and packet routing respectively.

The continuous decrease in feature size has increased the
vulnerability of the transistors and wires to various fault
mechanisms [17]. Faults can be primarily categorized into

permanent faults and transient faults [18]. A fault that mani-
fests either at the fabrication time or during the operation
time of a circuit and continues to affect the circuit’s func-
tionality from the time of its genesis is called a permanent
or hard fault. Traditional causes of permanent faults include
time-dependent dielectric breakdown (TDDB) [19], negative
bias temperature instability [20], hot carrier injection [21]
and electromigration [22].

On the other hand, a fault that survives typically for a
period of one or at most two clock cycles and affects the
functionality of a circuit only during that period is called a
transient fault. Transient faults commonly occur during
runtime and are mainly caused due to alpha particles from
packaging material [23], [24] and thermal radiation from
cosmic rays [25] and process variation [26].

A fault in the NoC could result in undesirable scenarios
such as deadlock in the network, packet loss, increased
packet latency, erroneous messages, all of which, result in
significant consequences on the performance of the chip.
Hence, it is of utmost importance to tackle the reliability of
the NoC from initial design stages.

In this work, we concentrate on the issue of fault toler-
ance in an NoC router. Fault tolerance of the links has been
addressed previously by many scientists [14], [27], [28], [29],
[30], [31] and therefore it is out of scope of this paper.
Within the router, we focus on its pipeline, as it is responsible
for the smooth flow of packets through the router. We pres-
ent a reliable router architecture that is capable of tolerating
both hard and soft errors in the routing pipeline. The pro-
posed reliable router architecture’s hard fault tolerance
methodology is based on employing techniques such as
spatial redundancy, exploitation of idle cycles of existing
resources and bypassing faulty resource. This hard fault
tolerance methodology was first proposed in [32]. Further
analysis of this methodology using Mean Time to Failure
(MTTF) reliability metric and benchmark applications has
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been conducted and presented in [33]. In this paper, we
tackle the issue of soft errors in the routing pipeline by
using selective hardening technique, and present an inte-
grated fault tolerant router architecture called Shield, that
can tolerate both hard and soft errors.

The remaining of the paper is presented as follows: in
Section 2, we present the fundamentals of an NoC router
and a brief working of the router pipeline. In Section 3, we
briefly discuss about the existing fault tolerant router archi-
tectures and the motivation for proposing the Shield archi-
tecture. In Section 4, we discuss the effects of hard faults in
the pipeline and summarize the techniques we use to toler-
ate hard errors. In Section 5, we discuss in detail the selec-
tive hardening technique used to improve soft error
tolerance in Shield. In Section 6 we present the reliability
analysis of Shield conducted with respect both hard and
soft errors and in Section 7 we present the performance
analysis in terms of area, power and critical path. Section 8
discusses the latency analysis performed on an NoC and
Section 9 concludes the paper.

2 BASELINE NOC ROUTER ARCHITECTURE AND

PIPELINE

Fig. 1a shows the arrangement of sixteen cores and routers
in a 4 � 4 mesh topology. Fig. 1b [9] illustrates the baseline
architecture of an NoC router comprised of five input ports
and five output ports with each input port comprised of
three virtual channels (VCs). We have shown three VCs per
input port for illustration purpose. This is the traditional
architecture of a router in a mesh topology. Routing Com-
putation (RC) unit, Virtual Channel Allocation (VA) unit
and Switch Allocation (SA) unit are responsible for the
control signals generated within the router pipeline during
the traversal of a packet. The 5 � 5 crossbar (XB) connects
the input ports of the router to its output ports and facili-
tates packet traversal.

For efficient router resource utilization, data traverses the
NoC in the form of flits. A packet is segmented into a single

head flit, single or multiple body flit(s) and a single tail flit.
Head flit is responsible for allocating necessary resources
for a packet, body flit(s) contain the payload of the packet
and the tail flit is responsible for freeing the resources allo-
cated to the packet.

2.1 Details of a Router’s Input Port

Fig. 1c [9] shows the internal architecture of a router’s input
port with three VCs. Each input port is comprised of a
demultiplexer, VCs (buffers) and a multiplexer. Each input
VC is associated with state information comprised of five
fields namely ‘G’ (indicates the current pipeline state), ‘R‘
(stores the result of RC), ‘O’ (stores the result of VA), ‘P‘
(read/write pointers into the VC) and ‘C’ (indicates the
available credit count). This state information facilitates the
smooth flow of a packet in that VC through the router
pipeline.

2.2 Brief Overview of the Router Pipeline Stages

Fig. 2 [9] shows the four-stage pipeline of an NoC router.
Stage 1 (RC). This stage is responsible for deciding the

output port at the current router through which the packet
will exit and traverse towards its next hop. This decision is
made based on the destination information in the head flit
and the routing protocol used in the NoC.

Stage 2 (VA). This stage is responsible for allocating to the
packet at the current router an empty VC at the downstream
router. This stage can be performed in two sub-stages [34]
(as shown in Fig. 3). Every input VC with a head flit that
has just finished RC, arbitrates for an empty VC at the
downstream router in the first sub-stage. In the second sub-
stage, all the different input VCs that are allocated the same
VC at the downstream router compete with each other to
determine which input VC is allocated the empty VC.

Stage 3 (SA). This stage is responsible for determining
which input VC of an input port gets to transmit a flit
through the crossbar in the next cycle. This stage can be per-
formed in two sub-stages [34] (as shown in Fig. 3). The first
sub-stage chooses the winning input VC of a specific input
port and the second sub-stage resolves the competition
between packets in different input VCs trying to access the
same output port of the crossbar.

Stage 4 (XB). Crossbar facilitates connections between the
input and output ports of a router. The winning input VCs
in switch allocation stage transmit a flit in this stage. The

Fig. 1. (a) Mesh based NoC. (b) Details of an NoC router. (c) Details of a router’s input port.

Fig. 2. NoC router pipeline.
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crossbar connections are configured every cycle and are
determined by the winners of switch allocation stage.

3 RELATED WORK

In this section, we provide a brief overview of the existing
methodologies that tackle the issue of fault tolerance in the
router pipeline.

In [35], the authors propose the BulletProof router, which
provides fault tolerance from permanent faults via N-mod-
ular redundancy (NMR) technique. Spatial redundancy
based techniques require the existence of multiple copies of
hardware thus, significantly increasing the silicon footprint
as well as the power consumed by the protected router.

In [36], the authors propose Vicis that tolerates perma-
nent faults both at the network as well as at the router level.
It employs a combination of input port swapping algorithm
and an adaptive routing algorithm to redirect traffic around
faulty links. An intra-router bypass bus is used to tolerate
faults in the crossbar and error correcting codes (ECC) is
used to tolerate faults in the datapath of the router.

In [37], the authors propose RoCo router, which can be dis-
integrated into independent row and column components
and hence, a permanent fault in one component will not affect
the other component and the router continues to operate in a
degradedmanner using the fault-free component.

In [38], the authors propose the use of default backup
paths (DBPs) to bypass faulty components within a router.
All the DBPs in the NoC form an unidirectional ring topol-
ogy that allows the cores to communicate with each other
even after all the routers in the NoC are faulty.

In [39], the authors propose the use of allocation compar-
ator (AC) to detect transient faults. The AC unit performs

three comparisons in parallel where it compares the routing
computation, virtual channel allocation and switch alloca-
tion entries and detects the presence of a fault based on the
concept of invariance checking.

In [40], the authors propose to protect the routing com-
putation and arbitration units of an NoC router from tran-
sient faults by using the inherent information redundancy
present in the NoC router. For faults in the routing compu-
tation unit, they use sigma and branch error detection
method and for faults in the arbitration units they use a
self-detecting and self-correcting round robin arbitration
methodology.

In [41], [42], the authors model transient faults as either
affecting the header of a packet or the payload of a packet. In
order to recover from a transient fault, the authors have
implemented a customized packet retransmission scheme
where, the receiver after receiving a predefined number of
packets sends an acknowledgement to the transmitter to con-
firm successful reception of the packets. To tolerate perma-
nent faults, the authors have implemented a dynamic routing
protocol to exploit the existence of alternate routes in the
NoC. Both these implemented mechanisms achieve fault tol-
erance by operating at the network level of the system stack.

In [43], the authors model both permanent and transient
faults as faulty links. To tolerate permanent faults, the
authors have implemented a deflection routing algorithm
that can learn. For transient faults, a combination of auto-
matic repeat request and forward error correction mecha-
nisms have been used. These mechanisms have been
proposed for buffer less NoCs.

The motivation for the proposal of Shield is to design an
integrated NoC router architecture that can tolerate both
permanent and transient faults in the four stages of the

Fig. 3. Component details of a baseline router.
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router pipeline using techniques that operate either at archi-
tectural or at circuit level in the system stack. Shield con-
tains fault tolerant techniques for each pipeline stage and
hence can tolerate at least one hard error in each pipeline
stage. Put together, Shield can tolerate multiple hard errors
in its pipeline. Shield uses a critical gate identification algo-
rithm to identify the gates in its pipeline that are most sensi-
tive to soft errors and hardens these critical gates to tolerate
soft errors.

4 GUARDING AGAINST HARD ERRORS IN SHIELD

In this section, we briefly summarize the techniques used to
tolerate hard errors. First, we present the effect(s) of a hard
fault in each individual stage and then we present the tech-
nique used to tolerate hard errors in each pipeline stage.

4.1 Effects of Hard Faults in the Pipeline

4.1.1 Routing Computation Stage

A fault in this stage will result in the calculation of an inac-
curate or faulty output port. As a result, the packet will be
forwarded to an incorrect downstream router. This could
result in either increased latency of the packet if an adaptive
routing algorithm is used to route packets or deadlock if a
deterministic routing algorithm is used to route packets.
There is also a potential chance that the downstream router
might drop this unexpected packet resulting in a packet
retransmission at a later time.

4.1.2 Virtual Channel Allocation Stage

A fault in this stage will result either in the allocation of an
incorrect virtual channel at the downstream router or failure
to allocate a virtual channel. If an incorrect virtual channel is
allocated, when the packet is forwarded to the downstream
router, it will be directed to an incorrect virtual channel. If
that virtual channel is occupied by another packet, then the
incoming packet overwrites the existing packet resulting in
data corruption. There is also a potential chance that this
new packet might be overwritten by another packet at a
later time because of incorrect virtual channel allocation. On
the other hand, if a virtual channel has not been allocated at
all, then the packet will remain in the router buffer and will
fail to progress in its pipeline. This results in serious ramifi-
cations in the performance of the network and might also
potentially lead to deadlock.

4.1.3 Switch Allocation Stage

A fault in this stage will prevent the packet at an input port
of the router access to the input port of the crossbar. In this
situation, the packet cannot traverse through the crossbar
and is blocked in the router. A blocked packet will be unable
to free the virtual channel allocated to it eventually resulting
in performance degradation and a potential deadlock
situation.

4.1.4 Crossbar Stage

A fault in the crossbar will disrupt the connections between
an output port of the router and the input ports of the
router. As a result, a packet from any input port will not be
able to access the affected output port. Thus, due to the

fault, the router will either be operating in a degraded fash-
ion or it needs to be completely bypassed by the ongoing
packets.

4.2 Techniques Used to Tolerate Hard Errors

4.2.1 Routing Computation Stage

The routing protocol used in the NoC determines the archi-
tecture of the routing computation unit. In this work, we
use dimension order (XY) routing to route packets. XY rout-
ing does not require routing tables [40] and hence the silicon
footprint of the circuit necessary for performing XY routing
is minimal. Thus, we employ a spatial redundant approach
where we duplicate the routing computation unit of every
input port. This duplicate unit is maintained in power-gated
mode as long as the original unit is functional and is pow-
ered on upon detection of a fault in the original routing
computation unit. Once the duplicate unit is turned on, it
continues to be on for the remainder of the time and so we
implement the power-gating of the duplicate unit using
sleepy transistor method discussed in [16]. Thus, fault toler-
ance for this stage is achieved via spatial redundancy.

4.2.2 Virtual Channel Allocation Stage

We used a two-stage separable virtual channel allocator for
performing virtual channel allocation. As a result, we con-
sider the scenario of fault in both the sub-stages indepen-
dently. From Fig. 3, we can deduce that in the first sub-
stage, each input virtual channel is associated with exact set
of arbiters. When an arbiter associated with an input virtual
channel is detected to be faulty, the complete set of arbiters
associated with that specific input virtual channel is consid-
ered faulty. To perform virtual channel allocation, the
packet in the affected input virtual channel borrows the
arbiter set from another input virtual channel belonging to
the same input port. This is possible because all the input
virtual channels are associated with exact set of arbiters. By
scanning through the ‘G’ state field, which indicates the
state of the virtual channel, the affected virtual channel can
identify another virtual channel belonging to the same input
port to borrow arbiters from. To facilitate this arbiter shar-
ing, the input port of the router needs to be modified as
shown in Fig. 4. This arbiter sharing might incur a latency
of one cycle when the affected virtual channel is unable to
find a virtual channel whose arbiters are idle.

If an arbiter is faulty in the second sub-stage, it will result
in that particular virtual channel at the downstream router
not being allocated to any packet in the current router. This
fault does not result in blocking the packet at the current

Fig. 4. Proposed input port to provide hard fault tolerance.
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router because another virtual channel belonging to the
required input port at the downstream router can be
allocated using the associated non-faulty arbiter. To do this,
virtual channel allocation must be repeated, causing an
additional latency of one cycle.

4.2.3 Switch Allocation Stage

We used a two-stage separable switch allocator for perform-
ing switch allocation. So, we consider the scenario of fault in
both the sub-stages independently. From Fig. 3, we can
deduce that each input port is associated with an arbiter that
determines which virtual channel of the input port gets to
compete in the second sub-stage of switch allocation. To
overcome the situation of a faulty arbiter, we propose to cre-
ate a bypass path for each arbiter in the first sub-stage
(Fig. 5a). This bypass path is used to choose a virtual channel
from an input port when the associated arbiter is faulty. The
bypass path always chooses the same input virtual channel
as the winner. This is made possible by adding a 2:1 multi-
plexer at the output of each arbiter in the first sub-stage
(Fig. 5a). One input to this 2:1 multiplexer is the output of the
arbiter and the other input comes from a register that stores
the identification of the default input virtual channel that is
always chosen as winner when bypass path is activated. For
example, if VC3 is decided to be the default input virtual
channel that is always chosen by the bypass path, the identi-
fication of VC3 is stored in the register. When the default vir-
tual channel is empty and there are flits in other virtual
channels belonging to the same input port, flits from any
other virtual channel of the same input port can be transferred
into default virtual channel using implemented read/write
logic. This transferring incurs a latency of one cycle.

If an arbiter is faulty in the second sub-stage, it makes the
associated output port unreachable. This can be avoided by
forwarding the packet via a secondary path. The existence
of this secondary path to reach an output port is described
in the next sub-section where we present the fault tolerance
in the crossbar.

4.2.4 Crossbar Stage

In the generic crossbar (Fig. 3), there exists only one path
to reach a specific output port. If this path is faulty, the

output port becomes inaccessible. To overcome this prob-
lem, we add extra circuitry comprised of one 1:3 demulti-
plexer, three 1:2 demultiplexers and five 2:1 multiplexers.
Fig. 5b shows the modified crossbar. With the help of this
additional circuitry, we can observe that there exist two
paths to reach every output port. In the fault-free case,
the primary path is used by the flits and in the event of a
fault in the primary path; the secondary path can be
used. The switch allocator generates the select signals to
these additional multiplexers and de-multiplexers. This
secondary path is also used to provide fault tolerance to
the second stage of switch allocator.

We considered each stage of the pipeline independently
and employed a technique customized to the stage’s func-
tionality that enables the stage to tolerate hard errors. For
further details regarding hard error tolerance, please refer
to [33]. In the following section, we present the proposed
methodology for tackling soft errors.

5 GUARDING AGAINST SOFT ERRORS IN SHIELD

Transient faults in a logical circuit are mainly caused by
particle strikes [25] on the circuit. Not all particle strikes
on a circuit result in a transient fault. If the transient
change in the charge, as a result of a particle strike is suf-
ficient enough to cause a bit flip, and if the bit flip is cap-
tured by a sequential element, there is a chance for the
particle strike to alter the computational result of the cir-
cuit. A transient fault is termed as a soft error when it is
clocked by a sequential element of the circuit. Note that
in this work, we focus on soft errors only in combina-
tional logic circuits. We assume that, soft errors in
sequential logic circuits such as buffers can be tolerated
using techniques based on ECC such as in [44] and hence,
we do not discuss fault tolerance regarding sequential cir-
cuits further in this paper.

The propagation of a transient fault to an output
depends on the three different masking mechanisms
inherent in a logic circuit namely, logical masking, latch-
window masking and electrical masking [45], [46], [47], [48].
Logical masking arises when an active path from
the affected gate to the output port or latch is absent.

Fig. 5. Hard fault tolerance. (a) Proposed switch allocator. (b) Proposed crossbar.
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Latch-window masking occurs when the generated tran-
sient from the affected gate arrives at the latch or flip-
flop at a time other than during the clock window for
latching. Electrical masking occurs when the transient
generated by the affected gate weakens as it traverses
through the active path from the affected gate to the out-
put port or latches. With technology scaling down, tran-
sistors are becoming smaller resulting in reduced
electrical masking [49]. Further, due to higher clock rates
(faster devices), the latch window masking is decreas-
ing [49]. However, based on the definition, logical mask-
ing is completely dependent on the specific circuit.
Therefore, among the three masking mechanisms, in this
paper we are interested in logical masking and hence we
describe it in further detail.

5.1 Logical Masking Analysis

Consider a simple combinational logic circuit such as
shown in Fig. 6a. It takes in three inputs (a, b, c) and produ-
ces a single output (f). It is comprised of 6 gates (g1, g2, g3,
g4, g5, g6). The output of g6 is clocked into register R1 (D
flip-flop) and the output of the circuit (f ) takes the value
stored in R1. We evaluate this simple circuit (Fig. 6a) in the
following three different scenarios. We assume there is no
electrical and latch-window masking in these scenarios.

Scenario I. Consider the input combination (a ¼ 1, b ¼ 0, c
¼ 1) for this scenario (Fig. 6a). As a result, the output of the
circuit (f) is 1. Let us assume a charged particle hits the out-
put of gate g3 and flips its output value from 0 (in the fault-
free case) to 1. As a result, the output of gates g5 and g6
change to 0. Hence, the value of f changes to 0. Thus, in this
scenario, a particle hit resulted in changing the output of
the circuit.

Scenario II. Consider the input combination (a ¼ 1, b ¼ 0,
c ¼ 1) for this scenario (Fig. 6b). As a result, the output of
the circuit (f) is 1. Let us assume a charged particle hits the
output of gate g1 and flips its output value from 0 (in the
fault-free case) to 1. Due to the nature of g4 (nor gate), the bit
flip occurred at gate g1 does not propagate to the output
and hence, the output of the circuit (f) is unchanged. Thus,
in this scenario, the transient fault (particle hit) has been
logically masked.

Scenario III. Consider the input combination (a ¼ 1, b ¼ 0,
c ¼ 0) for this scenario (Fig. 6c). As a result, the output of
the circuit (f) is 1. Let us assume a charged particle hits the
output of gate g3 and flips its output value from 0 (in the
fault-free case) to 1. Due to the nature of g5 (nand gate), the
bit flip occurred at gate g3 does not propagate to the output
and hence, the output of the circuit (f) is unchanged. Thus,

in this scenario as well, the transient fault (particle hit) has
been logically masked.

From the three scenarios we just described, we can
come to a conclusion that, though a particle hit at a specific
gate results in changing the output of that particular gate,
whether the output of the entire circuit changes or remains
the same (effect of particle hit is logically masked) depends
on the gate affected by the hit (Figs. 6a and 6b), as well
as the input combination during the hit (Fig. 6c). Hence,
the number of gates in a circuit and the total number of
possible input vectors for the circuit play a crucial role in
calculating the logical masking of a circuit. In the following
sub-section, we present a mathematical model that we
use to calculate the logical masking of an arbitrary combi-
national circuit.

5.1.1 Logical Masking Model

Consider an arbitrary combinational circuit with NG gates,
N inputs and T outputs. Therefore, the total number of

inputs possible for the circuit isNV ¼ 2N . Each input combi-
nation is a vector of length N and the circuit produces an
output vector of length T for the particular input combina-
tion. Let M be the average logical masking of the entire cir-
cuit. For an arbitrary gate i and arbitrary input vector j, we
defineMði; jÞ as:

� Mði; jÞ ¼ 1, if a transient fault occurs at gate i when
the input vector is j and the output vector of the cir-
cuit is identical to the output vector of the circuit in
the absence of a transient fault.

� Mði; jÞ ¼ 0, if a transient fault occurs at gate i when
the input vector is j and the output vector of the cir-
cuit is different from the output vector of the circuit
in the absence of a transient fault.

Let,

� pGðiÞ be the probability that the gate i is affected by a
transient fault.

� pV ðjÞ be the probability that the input vector is jwhen
the transient fault occurred.

The average logical masking M of the circuit can be cal-
culated as

M ¼
X

i

X

j

pGðiÞpV ðjÞMði; jÞ: (1)

We assume all gates have equal probability of being
affected by a transient fault and hence,

� pGðiÞ ¼ 1=NG.

Fig. 6. Example of logical masking.
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We also assume that, all the input vectors are equally
probable and hence,

� pV ðjÞ ¼ 1=NV .
The above assumption for equal probability for all input

vectors is justified as follows: in the context of an NoC, we
assume that all the output ports of an NoC router have equal
probability of encountering a packet. Thus, all the input
ports of an NoC router have equal probability of receiving a
packet. Therefore, all the input vectors for the routing com-
putation stage have equal probability. Based on the descrip-
tion of virtual channel and switch allocation stages (Section
2.2), it can be deduced that arbiters form the fundamental
building blocks for both these stages. We use round-robin
arbiters in both the stages. Round-robin arbiters perform a
fair arbitration [9]. This indicates that all the virtual channels
of any input port have equal probability of storing a packet.
Thus, the input vectors for both virtual channel allocation
and switch allocation stages have equal probability. Since, all
the output ports are equally probable, all the input vectors
for the crossbar also have equal probability.

Thus, the average logical masking M of the circuit can be
rewritten as

M ¼
P

i

P
j Mði; jÞ

NGNV
: (2)

From Equation (2), we can deduce that the value of aver-
age of logical masking ranges between 0 and 1 i.e.,
0 < M < 1. Considering a pessimistic approach wherein
we assume that electrical masking and latch-window mask-
ing do not occur, whether a bit flip at the output of a gate
affects the output of the circuit (manifest as soft error) or
not solely depends on if the bit flip is logically masked or
not. In this particular scenario, the average logical masking
value of a circuit can be viewed as a measure of the circuit’s
ability to tolerate soft errors i.e., the probability (P) of a sin-
gle transient fault being masked by the circuit. Thus, calcu-
lating 1� P gives the probability of a single transient fault
in the circuit manifesting as a soft error.

5.1.2 Selective Hardening of Critical Gates

Hardening the gates of a logic circuit is a well-known meth-
odology to make the circuit tolerate transient faults [47], [48],
[50]. The process of hardening a gate involves either having
a duplicate copy of the gate (architectural modification) or
resizing the gate (circuit modification) by increasing the
width of the gate’s transistors [51], [52]. Employing either of
these approaches results in increasing the gate’s driving
strength and shortens the amplitude of the transient pulses
generated by particle strikes [51]. We employ the gate resiz-
ing technique for hardening a gate. A gate can be considered
immune to transient faults, if it is sized such that, the genera-
tion of a pulse with amplitude larger than Vdd=2 is not possi-
ble by the deposited charge as a result of particle strike [50],
where Vdd is the operating voltage.

Hardening all the gates of a circuit incurs too much cost
in terms of the area and power consumption of the circuit.
Selective hardening [53], [54], [55], which involves hardening
only a few selected gates of a circuit, is known to improve
the circuit tolerance to soft errors. The goal of selective

hardening is to achieve a right balance between the required
soft error tolerance and the overhead incurred as a result of
hardening [54]. One of the key aspects in achieving the best
tolerance to soft errors via selective hardening is to identify
which gates to harden. In order to identify the gates of a cir-
cuit to be hardened, we use the traditional hardening algo-
rithm presented in [52] as the base and modify it according
to our requirements to identify the critical gates of a circuit
and to rank the gates according to their criticality. The criti-
cality of a gate is determined by its sensitivity to soft errors.
The higher the sensitivity of a gate, the greater is its critical-
ity. In the following sub-section we present the details of
our critical gate identification algorithm.

5.1.3 Critical Gate Identification Algorithm

In this sub-section, we present the algorithm we use to iden-
tify the critical gates of a circuit. The mathematical model
presented in Section 5.1.1 is the crux of this algorithm. It
takes the circuit description as an input and outputs the list
of gates sorted according to their sensitivity towards soft
errors. The working of the algorithm can be described as fol-
lows in three steps.

Step 1. Based on the circuit description provided as input,
the algorithm calculates the number of inputs taken by the
circuit and the number of gates in the circuit. Based on the
number of inputs, the number of input vectors is calculated.

Step 2.An input vector is applied to the circuit and the cor-
rect output of the circuit is computed. Then, the output of a
randomly chosen gate is flipped (simulating a charged parti-
cle hit) and the output of the circuit is computed again. This
computed value is compared to the original output value to
determine if the change in the output of the chosen gate has
affected the output of the circuit. If it has affected, then the
chosen gate’s criticality is updated. This process of flipping
the output of a gate value and comparing it with the original
value is repeated for all the gates in the circuit. Note that at
any point of time only one gate’s output is flipped.

Step 3. Step 2 is repeated for all possible input vectors to
determine the aggregate criticality value of all the gates.

Table 1 shows the pseudo code for the critical gate identi-
fication algorithm. Since the algorithm sorts all the gates of a
circuit according to their criticality values in a descending
order, the higher a gate is in the list, higher is its sensitivity
towards soft errors. The number of gates hardened depends
upon the area overhead that is accepted. Based on the analy-
sis described in [51], we increase the gate size by 3X for
every gate that is chosen to be hardened. The impact of
increasing the size of some gates is presented in Section 7
where we discuss the overhead incurred by the techniques
to achieve fault tolerance. In the following section, we per-
form reliability analysis to estimate the improvement in reli-
ability achieved via employing the discussed techniques.

Note that Equation (2) is applicable when all the input
vectors are equally probable. In the event where some input
vectors are more probable than the other, a correlation exists
between the input and output vectors. Then, the logical
maskingM of the circuit is calculated as

M ¼
P

i

P
j Mði; jÞ � pVðjÞ

NG
: (3)
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However, the critical gate identification algorithm can
still be used to identify the most vulnerable gates in the
event of correlated input and output vectors. Since, some of
the input vectors have higher probability, the logic gates of
the circuit that exist in the critical path of these high proba-
bility input vectors will have increased probability to be
deemed vulnerable than the remaining gates in the circuit.

6 RELIABILITY IMPROVEMENT ANALYSIS

In this section, we conduct an analysis to quantify the
improvement in reliability achieved by Shield in compari-
son to the baseline unprotected router and other fault toler-
ant router architectures. Fig. 7 shows the comprehensive
view of the Shield router architecture with the redundant
routing computation units, proposed input port, proposed
switch allocator, proposed crossbar and with selective hard-
ening performed on routing computation, virtual channel
allocation and switch allocation circuits (shown in the figure

with light rectangular shading). Due to the fundamental
difference in the nature and behavior of a transient and a
hard fault, we estimate the reliability improvement with
respect to soft and hard errors separately.

6.1 Reliability Improvement for Soft Errors

As mentioned in Section 5.1, masking of a circuit (logical
masking) plays an important role in determining its vulnera-
bility to soft errors. The higher the masking, the better is the
immunity of a circuit to soft errors. Thus, we estimate the
reliability improvement of Shield with respect to soft errors
by calculating the improvement in logical masking achieved
via hardening critical gates in comparison to the logical
masking of the baseline unhardened circuitry. Consider a
five-input, five-output port NoC router with each input port
comprised of four virtual channels. Assume that it is part of
an 8 � 8 NoC that employs dimension order (XY) routing to
route packets from source to destination. Fig. 8 shows the
path of a flit through the various circuits of the router pipe-
line. It traverses through a comparator responsible for rout-
ing computation stage, four input and 20 input arbiter
responsible for virtual channel allocation, couple of five
input arbiters responsible for switch allocation and 5 to 1
multiplexer responsible for the crossbar stage.

Using the mathematical model presented in Section
5.1.1, we calculate the masking of all these circuits exclu-
sively. For explanation purposes, we show here how the
masking of a 5:1 multiplexer is calculated. Fig. 9 shows a
5:1 multiplexer realized using four 2:1 multiplexers. It has
five inputs (data) and a 3-bit select signal (control). We are
interested in the select (control) signal because, it decides
which input to forward to the output. As can be seen in
Fig. 9, the circuit is comprised of four gates (g1, g2, g3 and
g4). The 3-bit select signal gives us a total combination of
eight input vectors. However, since it is a 5:1 multiplexer,
we only need five input vectors out of the total eight possi-
ble combinations. When we execute the critical gate identi-
fication algorithm on this circuit, the algorithm evaluates
the circuit a total of 20 ([number of input vectors * number of
gates] ¼ 5 * 4 ¼ 20) times. Among these 20 executions of
the circuit, the algorithm revealed that the output value
computed by flipping the output of a random gate
matched the original fault-free output value seven times.
This gives the 5:1 multiplexer a logical masking value of
7/20 ¼ 35 percent. The algorithm also gave as output the
list of gates sorted according to their criticality values. The
order of the gates in the list is g4, g3, g2 and g1. Note that,
g1 and g2 have the same logical masking value. We ranked
g2 higher than g1 for the sake of explanation. The discus-
sion holds even if g1 is ranked higher than g2. Using the
same approach, we execute the critical gate identification
algorithm and calculate the masking and the sorted list of
gates according to their criticality values for the compara-
tor, four input arbiter, 20 input arbiter and five input arbi-
ter circuits respectively.

In the interest of achieving the right balance between the
area overhead incurred as a result of sizing the gates and the
soft error tolerance achieved, we chose to take the two most
critical gates of the mentioned circuits and harden them.
Also, since a 5:1 multiplexer has an inherently high logical
masking value (35 percent) and a soft error in the crossbar

TABLE 1
Critical Gate Identification Algorithm

function Critical_Gate_Identification (circuit)
begin

list_input_vector( input vectors of the circuit
list_gates( gates of the circuit

/* Set the criticality of all gates to 0 */
for G in 1 to num_gates_circuit
begin

list_gates[G].criticality( 0
end

/* Set the value of the counter to 0 */
counter( 0

/* For each input vector */
for vec in 1 to num_input_vectors
begin

Apply input vector list_input_vector[vec] to circuit
Compute the output of the circuit
Output1( circuit(list_input_vector[vec])
for G in 1 to num_gates_circuit
begin

Flip output of gate list_gates[G]
Compute the output of the circuit with flipped value
of list_gates[G]
Output2( circuit(list_input_vector[vec])
if (Output1 != Output2)
begin

/* Increase the gate’s criticality */
list_gates[G].criticality++

end
else
begin

/* Increment counter */
counter( counter+1

end
Correct the output of the gate list_gates[G]

end
end
/* Calculate masking of the circuit */
M = [counter/(num_input_vectors*num_gates_circuit)]*100

/* Sort list_gates according to criticality of gates */
SORT (list_gates, Descending)

end
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stage is not as severe as a soft error in the remaining three
pipeline stages, we do not perform hardening of any gates in
the crossbar. In other words, a soft error in crossbar will not
result in entire packet being misdirected and hence, we do
not perform hardening in crossbar. Therefore, the size of the
top two ranked gates of the comparator (comp), four input
arbiter (arb4), 20 input arbiter (arb20) and the couple of five
input arbiters (arb5) are increased by three times. After the
top two ranked gates of all the mentioned components are
hardened, we execute the critical gate identification algo-
rithm again on all the components to estimate their updated
logical masking values. The logical masking of the entire
pipeline (LMpipeline) can be calculated as

LMpipeline ¼ LMcomp � LMarb4 � LMarb20

�LMarb5 � LMarb5 � LM5:1mux:
(4)

As mentioned in Section 5.1.1, we assume that all output
ports of a router have equal probability of encountering a
packet. This assumption led to the observation that all the
input vectors of each pipeline stage have equal probability.
Using this assumption, we calculated the average masking
of each component in the pipeline stages. Therefore, the
average masking calculated for each component is indepen-
dent of all the other components. Since the probabilities

are independent, logical masking of the entire pipeline is
calculated as the product of logical masking (probability) of
every component in the pipeline.

We calculate the logical masking of the baseline pipeline
(LMbaseline) as well as the hardened pipeline (LMhardened)
based on Equation (4). We introduce a metric called Soft
Error Tolerance Improvement Factor (SEIF), which is defined
as the ratio of LMhardened with LMbaseline:

SEIF ¼ LMhardened

LMbaseline
: (5)

Based on the definition of logical masking, we can
deduce that the higher the logical masking value, the better
is the tolerance to soft errors. So, from the definition of SEIF,
a value of SEIF greater than 1 indicates improvement in soft
error tolerance compared to the baseline pipeline. With the
use of selective hardening, the value of SEIF is 3, indicating
that due to hardening certain critical gates, the soft error
tolerance of the hardened pipeline has increased by a factor
of 3. This improvement achieved via selective hardening
incurred an area overhead of approximately 3 percent in
comparison to the baseline router.

Fig. 7. Component details of a Shield router.

Fig. 8. Path of a flit through the router pipeline. Fig. 9. 5:1 multiplexer realized as a combination of 4 2:1 multiplexers.
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Table 2 presents the comparison between Shield and
existing soft error techniques presented in [39], [40]. It
can be deduced from the table that the higher area and
power overhead of the Shield architecture is due to its
ability to tolerate hard errors in addition to the soft errors,
whereas the other two architectures can tolerate only soft
errors.

6.2 Reliability Improvement for Hard Errors

To quantify the reliability improvement of Shield in com-
parison to the baseline unprotected router with respect to
hard faults, we use Mean Time to Failure and Silicon Protec-
tion Factor (SPF) [35] metrics.

To estimate the MTTF of Shield, we calculate the FIT of
the baseline circuitry and the correction circuitry using the
architectural level reliability-modeling framework pro-
posed in [56]. The reliability framework proposes to calcu-
late the FIT of a circuit based on an approach called as
Failure in time of Reference Circuit (FORC). This approach
allows the designers to estimate the failure rate of a circuit
without delving into low level details regarding the circuit
implementation and the specific technology involved. This
framework provides mathematical equations to calculate
the failure rate of a circuit due to TDDB. The reason for spe-
cifically choosing TDDB fault mechanism comes from the
fact that, it has no recovery effect on digital circuits unlike
other fault mechanisms such as electromigration and nega-
tive bias temperature instability [56] and also as technology
continues to scale down, it will evolve into one of the major
causes for hard faults [57].

Using the provided mathematical equations, we esti-
mate the FIT of the RC, VA, SA and XB stages of a five-
input, five-output port router with each input port

comprised of four VCs. We estimate the MTTF of the base-
line router taking into account the FIT values of the four
stages of the pipeline. Then, we also estimate the FIT of the
correction circuitry involved in providing protection from
hard faults to the pipeline stages. We estimate the MTTF of
a Shield router taking into account the FIT values of the
four stages of the pipeline as well as the FIT values of
the correction circuitry. Comparing the MTTF values of a
Shield router and a baseline unprotected router reveals
that, Shield’s MTTF value is six times the MTTF value of
the baseline unprotected router. This indicates that the
Shield’s reliability value has increased by 500 percent in
comparison to the baseline router. The details of this analy-
sis have been presented in [33].

To compare Shield with existing fault tolerant router
architectures such as BulletProof [35], Vicis [36] and
RoCo [37] from a hard fault viewpoint, we use SPF as a
metric. SPF is defined as the ratio of mean number of faults
to cause failure and the area overhead incurred by the
additional circuitry. This definition suggests that, higher
SPF value indicates better reliability. Figs. 10a, 10b and 10c
compare the area overhead, mean number of faults to
cause failure and the Silicon Protection Factor value of Bul-
letProof, Vicis, RoCo and Shield architectures. Based on
these figures, we can deduce that, between the fault toler-
ant router architectures, Shield has the second lowest area
overhead compared to the baseline router and has the
highest mean number of faults to cause failure which
resulted in a higher SPF value. Thus, we conclude that, the
higher SPF value of Shield indicates that it provides better
reliability at lower cost. The analysis regarding the mean
number of faults to cause failure of Shield has been pre-
sented in detail in [33].

TABLE 2
Comparison of Shield Architecture with Other Existing Soft Error Tolerant Architectures

Architecture Hard
Faults

Soft
Errors

Operation level
in System stack

Reliability Area Power

Shield Yes Yes Circuit-level 2 soft errors per RC,
VA and SA stages

34 percent 31 percent

Allocation
Comparator [39]

No Yes Architecture-level 2 soft errors per RC,
VA and SA stages

1.2 percent 1.7 percent

Information
Redundancy [40]

No Yes Architecture-level 2 soft errors per RC,
VA and SA stages

9 percent 3 percent

Fig. 10. Comparison of fault tolerant router architectures. (a) Area overhead. (b) Mean number of faults to cause failure. (c) Silicon protection factor.
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7 PERFORMANCE ANALYSIS OF SHIELD: AREA,
POWER AND CRITICAL PATH

To evaluate the impact of the correction circuitry on area,
power and critical path we developed the baseline and the
Shield (Fig. 7) versions of a five-input port, five-output port
router with each input port consisting four VCs, where each
channel can hold a total of four 32-bit flits, in Verilog and syn-
thesized using Cadence Encounter RTL compiler at 45 nm
technology. We also took into account the resized gates and
their overhead. Synthesis results reveal that Shield incurs an
area overhead of 34 percent (Fig. 10a) and total power over-
head of 31 percent with respect to the baseline router.

To find the accurate effect on critical path due to the correc-
tion circuitry, we repeated the synthesis process of both the
baseline and the modified pipeline stages at varying clock
period values to identify the respective clock periods that
result in zero slack time. Synthesis results reveal that the criti-
cal paths of VA, SA and XB stages have increased by 20, 10
and 25 percent due to the correction circuitry. However, the
increase in the critical path of the RC stage is negligible
because of employing spatial redundancy. These increased
values also take into account the increase in critical path due
to selective hardening used to improve soft error tolerance.
Since the clock period should be long enough to accommodate
all computations, the clock period of Shield is increased by
25 percent in comparison to the baseline unprotected router.

8 LATENCY ANALYSIS OF SHIELD

To study the impact on latency, we simulate two configura-
tions of NoC comprised of Shield routers using GEM5 [58]

simulator. The basic four-stage pipeline within a router is
simulated using GARNET [59]. We modified the generic
router’s pipeline to implement Shield’s pipeline.

The first configuration is a 4 � 4 mesh-based NoC on
which we inject uniform random and tornado synthetic traf-
fic patterns at varying injection rates (0.03, 0.05, 0.07 and 0.1
packets/node/cycle) and executing the simulation for 10
million cycles. Each simulation is run 10 times and the aver-
age value is calculated. The ideal way to simulate faults is
to inject faults according to the actual FIT values deduced
in [33]. However, the FIT values are very small and the
applications need to run for a very long time to be able to
inject faults using the FIT values. To accelerate the simula-
tions, we injected a fault into the pipeline stage of a router
after 1 million cycles of its operation. For example, in a
router, if both routing computation unit and virtual channel
allocator have operated for at least 1 million cycles, we inject
one fault in the routing computation unit and one fault in
the virtual channel allocator. Thus, the router is functioning
in the presence of two faults.

Fig. 11 shows the latency of a NoC comprised of Shield
routers in the presence of faults in comparison to a NoC
comprised of baseline routers with no faults while executing
uniform random and tornado traffic patterns. Note that
Shield does not incur any additional latency in the absence
of hard faults. Therefore, we compare latency of Shield (in
the presence of faults) with the baseline router (in the
absence of faults). The average increase in latency for uni-
form random traffic and tornado traffic patterns has been
observed to be 13 and 10 percent respectively.

The second configuration is a 8 � 8 mesh-based NoC on
which we executed SPLASH-2 [60] and PARSEC [61] bench-
marks. Here, to accelerate the simulations, we injected a
fault into the pipeline stage of a router after 10 million cycles
of its operation. Figs. 12 and 13 show the latency of a NoC
comprised of Shield routers in the presence of faults in com-
parison to a NoC comprised of baseline routers with no
faults while executing SPLASH-2 and PARSEC benchmarks
respectively. Note that Shield does not incur any additional
latency in the absence of hard faults. Therefore, we compare
latency of Shield (in the presence of faults) with the baseline
router (in the absence of faults). The average increase in
latency for SPLASH-2 and PARSEC is 13 and 10 percent
respectively.

9 CONCLUSION

In this work, we presented Shield, an NoC router architec-
ture capable of tolerating both hard and soft errors in the

Fig. 11. 4x4 NoC with Shield using synthetic traffic.

Fig. 12. 8 � 8 NoC with Shield routers using SPLASH-2.

Fig. 13. 8 � 8 NoC with Shield routers using PARSEC.
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routing pipeline. Using architectural modifications, we
showed that each pipeline stage of Shield could tolerate at
least one hard fault. Assuming each pipeline stage is
affected by only one hard fault, Shield can tolerate at least
four hard faults in the pipeline. Using circuit level modifica-
tions we improve Shield’s vulnerability to soft errors. We
introduced a newmetric called Soft Error Improvement Fac-
tor and using this metric, we showed that the soft error tol-
erance of Shield is three times compared to the baseline
unprotected router. From the perspective of hard faults,
using MTTF metric, we showed that Shield is six times
more reliable than a baseline unprotected router and with
the help of Silicon Protection Factor, we proved that Shield
is at least 1.5 times more reliable than existing fault tolerant
router architectures. We conducted hardware synthesis and
observed that Shield incurs an area and power overhead of
34 and 31 percent respectively in comparison to the baseline
unprotected router. Overall evaluation of results show that,
Shield achieves a right balance between reliability improve-
ment achieved and the overhead incurred.
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